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Abstract
In this Supplementary Material, we provide i) the
update of multipliers, ii) experimental results on the
MRI data, iii) additional results on color images,
videos, and multispectral images (MSIs).

1 Multipliers updating
At the k-th iteration, multipliers in our method are updated as
follows Λk+1

1 = Λk
1 + β1(A(X k+1)− b)

Λk+1
2 = Λk

2 + β2(A(X k+1)−A(Yk+1))
Λk+1
3 = Λk

3 + β3(Y − Zk+1)

(1)

2 Experimental Settings
For the readers’ convenience, we restate our settings for ex-
periments here. Compared methods are: the Tucker-rank
based method HaLRTC1 [Liu et al., 2013], a t-SVD based
method (TNN)2 [Zhang and Aeron, 2017], a DCT induced
TNN minimization method (DCTNN)3 [Lu et al., 2019], a
framelet represented TNN minimization method (FTNN)4

[Jiang et al., 2020], a deep denoiser regularized TNN min-
imization method (DP3LRTC)5 [Zhao et al., 2020], and a
deep video inpainter called Onion-peel networks (OPN)6 [Oh
et al., 2019].

For all experiments, two numerical metrics are employed,
including the Peak signal-to-noise ratio (PSNR), the struc-
tural similarity index (SSIM) [Wang et al., 2004]. Higher
PSNR and SSIM values mean better performance. Addition-
ally, we introduce the mean spectral angle mapper (SAM) for
MSIs, and lower SAM indicates better results. We report re-
sults on color images, videos, and multispectral images in the
following part. Please refer to Supplementary Material for
results on the MRI data and the parameter analysis.

The training images of the CRUnet consists of 400 im-
ages from the Berkeley segmentation dataset (BSD) [Chen

1https://www.cs.rochester.edu/∼jliu/code/TensorCompletion.zip
2https://github.com/jamiezeminzhang/Tensor Completion and Tensor RPCA
3Implemented by ourselves based on the code of TNN
4https://github.com/TaiXiangJiang/Framelet-TNN
5https://taixiangjiang.github.io/
6https://github.com/seoungwugoh/opn-demo

Table 1: The quantitative results by different methods on the MRI
data with different sample rates. The best and the second best

values are respectively highlighted by red, blue.

SR 10% 20% 30% Time
Method PSNR SSIM PSNR SSIM PSNR SSIM (s)
Observed 8.09 0.043 8.60 0.070 9.18 0.099 —
HaLRTC 18.07 0.421 21.99 0.636 25.27 0.783 13.1
TNN 22.19 0.568 27.29 0.803 30.24 0.886 74.2
DCTNN 23.67 0.639 27.61 0.810 30.58 0.890 48.4
FTNN 25.05 0.755 29.05 0.884 32.06 0.936 362.3
DP3LRTC 28.38 0.878 32.56 0.948 35.44 0.972 201.4
OPN 16.08 0.376 19.03 0.515 24.54 0.781 17.2
CRUnet 27.63 0.876 31.87 0.946 35.77 0.976 6.3
DAP 28.24 0.884 32.57 0.951 36.39 0.978 121.1

and Pock, 2016], 900 images of the DIV2K dataset [Tim-
ofte et al., 2017], 4744 images from the Waterloo Explo-
ration Database [Ma et al., 2016], and 2750 images from
the Flick2K dataset [Lim et al., 2017]. Before the training,
all the color images are converted into gray-scale images. In
each iteration during training, 64 patches of size 128 × 128
were randomly sampled from The SR we used to generate
observations for training is set as 10%. The network parame-
ters are optimized by minimizing the `1 loss with the ADAM
[Kingma and Ba, 2014] optimizer. The learning rate (LR)
starts from 10−4 and then decrease by half every 40000 itera-
tions until 5× 10−7. the images and the patches are normal-
ized to [0,1].

3 MRI Data
We test our method and compared methods on the MRI7 data
of the size 142 × 178 × 121. The random sampling rates
(SRs) are selected as 10%, 20%, and 30%. Tab.1 exhibits
the PSNR and SSIM values of results by different methods.
Our method obtain the highest quality metrics except for the
PSNR value when SR= 10%. As the three modes of the MRI
are all spatial direction, we illustrate the 110-th frontal slice,
the 165-th horizontal slice, and the 50-th lateral slice of all
results by different methods in Fig. 1. We can see that our
method and CRUnet recover the frontal slice well while our
method recoveries horizontal and lateral slices better.

7Available at https://brainweb.bic.mni.mcgill.ca/brainweb.
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Figure 1: The 110-th frontal slice (top two rows), the 165-th horizontal slice (middle two rows), and the 50-th lateral slice (bottom two rows)
of all results by different methods on the MRI data with SR = 10%.

4 Additional Results on Color Images and
Videos

Tab.2 reports the PSNR and SSIM values of results on color
images (Airplane, House, Lena, and Redhosue) by different
methods with different structural missing types. The best and

second best values are respectively highlighted in red and
blue colors. Figs.2-5 shows the visual results by different
methods on color images with different structural missing.

Tab.3 shows the PSNR values, SSIM values of the re-
sults on the video Highway with different numbers of miss-



Table 2: Quantitative metrics of the results by different methods on color images with different structural missing types.

Structural Missing Type-4 Type-5 Type-6 Type-7 Time
Method PSNR SSIM PSNR SSIM PSNR SSIM PSNR SSIM (s)

Observed 14.49 0.822 16.24 0.888 13.11 0.758 9.35 0.392 —
HaLRTC 31.21 0.958 33.59 0.968 26.51 0.919 24.20 0.789 27.1
TNN 27.19 0.919 27.05 0.943 20.14 0.845 22.65 0.760 6.4
DCTNN 31.65 0.967 34.12 0.974 26.18 0.916 24.35 0.799 3.4
FTNN 23.25 0.904 27.01 0.964 23.60 0.891 24.57 0.821 28.9
DP3LRTC 34.22 0.980 37.91 0.987 27.79 0.938 28.46 0.881 7.2
OPN 33.73 0.982 36.57 0.986 28.02 0.947 28.68 0.868 1.3
Deepfillv2 33.50 0.981 38.94 0.989 27.83 0.950 27.68 0.842 38.4
DAP 34.53 0.984 40.25 0.992 29.33 0.957 31.05 0.911 123.3
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Figure 2: The visual results by different methods on the color image Airplane.
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Figure 3: The visual results by different methods on the color image Fruits.

ing blocks (12 by 12). The visual examples of the results are
shown in Fig.6. Tab.4 shows the PSNR values, SSIM values

of the results on the video Suzie with different random sample
rates. The visual examples of the results are shown in Fig.7.
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Figure 4: The visual results by different methods on the color image House.
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Figure 5: The visual results by different methods on the color image Redhouse.

Table 3: Quantitative results by different methods on the video
Highway with different number of missing blocks (12 by 12).

Number #50 #70 #90 Time
Method PSNR SSIM PSNR SSIM PSNR SSIM (s)
Observed 9.25 0.517 7.56 0.326 6.70 0.272 —
HaLRTC 29.63 0.915 29.07 0.874 28.56 0.844 8.3
TNN 16.28 0.670 12.43 0.476 10.94 0.399 18.5
DCTNN 31.96 0.933 31.20 0.899 30.85 0.875 11.9
FTNN 31.34 0.932 29.40 0.881 27.57 0.863 263.6
DP3LRTC 32.85 0.944 32.14 0.918 32.71 0.907 46.7
OPN 34.95 0.952 32.64 0.924 32.90 0.914 12.0
Deepfillv2 33.64 0.940 32.61 0.917 32.57 0.906 3.7
DAP 35.03 0.953 33.44 0.930 33.39 0.920 98.2

Tab.5 shows the PSNR values, SSIM values of the results on
the video Bridge-far with a random block missing. The visual

Table 4: Quantitative results by different methods on the video
Suzie for random missing.

SR 5% 10% 20% Time
Method PSNR SSIM PSNR SSIM PSNR SSIM (s)
Observed 6.61 0.009 6.84 0.013 7.36 0.019 —
HaLRTC 19.33 0.563 21.90 0.649 24.90 0.767 9.7
TNN 18.92 0.415 26.74 0.766 28.13 0.864 16.6
DCTNN 24.72 0.625 26.19 0.765 28.19 0.852 12.2
FTNN 25.21 0.745 27.62 0.826 29.00 0.897 106.1
DP3LRTC 26.19 0.810 28.01 0.870 29.47 0.922 46.5
OPN 19.77 0.605 19.76 0.629 24.11 0.759 5.2
CRUnet 26.17 0.813 28.02 0.877 29.50 0.928 1.0
DAP 26.37 0.817 28.20 0.881 29.58 0.932 17.1

examples of the results are shown in Fig.8. For all results, the
temporal vectors in the missing area of the video Bridge-far,
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Figure 6: The visual results by different methods on the video Highway (the 39-th frame) with 50 blocks (12 by 12) missing.
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Figure 7: The visual results by different methods on the video suzie (the 1-st frame) for random missing with SR = 20%.
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Figure 8: The visual results by different methods on the video Bridge-far (the 39-th frame) with a random block (30 by 30) missing.
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Figure 9: The temporal curves of the recovered video Bridge-far by different methods.

Table 5: Quantitative results by different methods on the video
Bridge-far with a random block (30 by 30) misssing.

Video Bridge-far Time
Method PSNR SSIM (s)
Observed 19.95 0.938 —
HaLRTC 47.87 0.993 3.6
TNN 31.45 0.975 19.6
DCTNN 47.65 0.994 24.5
FTNN 24.11 0.954 75.1
DP3LRTC 48.34 0.994 47.4
OPN 45.11 0.990 10.5
Deepfillv2 47.29 0.987 3.4
DAP 51.89 0.995 83.7

are plotted in Fig.9.

4.1 Additional Results on MSIs
In Tab.6, we list the quantitative metrics of the results by dif-
ferent methods on MSIs with different sampling rates. We
display the pseudo-color images (composed by 25-th, 15-th,
and 1-st bands) of the reconstructed MSIs by different meth-
ods in Fig.10.
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Figure 10: The pseudo color image (composed of the 25-th, 15-th, and the 1-st bands) of recovered results by different methods on MSIs
Clay (top two rows) and Balloons (bottom two rows) with SR= 3% and 5%, respectively.
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