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Multiscale Feature Tensor Train Rank Minimization
for Multidimensional Image Recovery
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Abstract—The general tensor-based methods can recover
missing values of multidimensional images by exploiting the
low-rankness on the pixel level. However, especially when con-
siderable pixels of an image are missing, the low-rankness is
not reliable on the pixel level, resulting in some details losing
in their results, which hinders the performance of subsequent
image applications (e.g., image recognition and segmentation).
In this article, we suggest a novel multiscale feature (MSF) ten-
sorization by exploiting the MSFs of multidimensional images,
which not only helps to recover the missing values on a
higher level, that is, the feature level but also benefits sub-
sequent image applications. By exploiting the low-rankness of
the resulting MSF tensor constructed by the new tensorization,
we propose the convex and nonconvex MSF tensor train rank
minimization (MSF-TT) to conjointly recover the MSF tensor
and the corresponding original tensor in a unified framework.
We develop the alternating directional method of multipliers
(ADMMs) to solve the convex MSF-TT and the proximal alter-
nating minimization (PAM) to solve the nonconvex MSF-TT.
Moreover, we establish the theoretical guarantee of conver-
gence for the PAM algorithm. Numerical examples of real-world
multidimensional images show that the proposed MSF-TT out-
performs other compared approaches in image recovery and
the recovered MSF tensor can benefit the subsequent image
recognition.

Index Terms—Feature-level tensor completion, multiscale fea-
tures (MSFs), tensor train (TT) rank minimization, tensorization.
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I. INTRODUCTION

MULTIDIMENSIONAL images are generally higher-
order tensors. For instance, a color image is a 3-D

tensor with two indices for spatial variables and one index
for the color channel, and a color video is a 4-D ten-
sor added a temporal variable to the color image. However,
multidimensional images often suffer from missing values in
the acquisition and transmission [1]–[4], which hinders the
subsequent image application, such as image recognition [5];
classification [6], [7]; and segmentation [8], [9]. Thus, recov-
ering multidimensional images is to enhance the quality of
observed images and enable the recovered results to help sub-
sequent image applications [10], [11]. Tensor completion is
the fundamental problem of multidimensional image recovery,
becoming an important research topic [12]–[17].

Exploiting the low-rankness of tensors is effective to recon-
struct the incomplete tensor data, called low-rank tensor
completion (LRTC) [18]–[22]. The LRTC problem can be
mathematically formulated as

min
X

rank(X )

s.t. X� = O� (1)

where X ∈ R
n1×···×nj is the low-rank tensor with j dimensions,

� is the index of observed elements, X� is the projection
operator to keep elements in � of X and make others be
zero, and O� is the observed tensor with support �. Different
from the matrix rank, the tensor rank has no unique definition.
Based on different tensor decomposition schemes, several defi-
nitions of the tensor rank have been developed and considered
in LRTC. The CANDECOMP/PARAFAC (CP) scheme [23]
decomposes the tensor as the sum of the rank-one tensors.
The CP rank [23] is defined as the minimal number of rank-
one tensors. However, determining the CP rank of a given
tensor is generally an NP-hard problem [24]. The Tucker
scheme [25], [26] decomposes the tensor into a core ten-
sor multiplied by matrices along each mode. Liu et al. [18]
designed a convex surrogate of Tucker rank and developed the
corresponding LRTC model as

min
X

j∑

k=1

αk
∥∥X(k)

∥∥∗

s.t. X� = O� (2)

where X(k) ∈ R
nk×∏d �=k nd is the mode-k matrization of X ∈

R
n1×···×nj by the unfolding operator, ‖·‖∗ is the matrix nuclear

norm, that is, the sum of singular values, and αk is the constant
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satisfying αk ≥ 0 and
∑j

k=1 αk = 1. Then, Xu et al. [27]
suggested a nonconvex Tucker rank optimization by applying
the parallel low-rank matrix factorization on each X(k). Their
method, called TMac, is formulated as

min
Ek,Zk,X

j∑

k=1

αk

2

∥∥EkZk − X(k)
∥∥2

F

s.t. X� = O� (3)

where ‖ · ‖F is the Frobenius norm, and Ek ∈ R
nk×rk and

Zk ∈ R
rk×∏d �=k nd are low-rank matrices with the rank no more

than rk. The computational cost of TMac is lower than that
of (2). However, the matricization of Tucker decomposition
produces unbalanced (i.e., not square) matrices [21], [28].

The tensor singular value decomposition (t-SVD) [29]–[32]
introduces a tensor tubal rank, which well characterizes the
low-rankness of the 3-D tensor. The tubal rank is defined as the
number of nonzero tubes in the f -diagonal tensor [33], which
comes from the t-SVD operator. Specifically, the t-SVD oper-
ator implements the discrete Fourier transform (DFT) along
the third dimension and calculates matrix SVDs of frontal
slices [34]–[36]. Kilmer and Martin [29] noted that the t-SVD
framework can be implemented by an invertible transform,
such as discrete cosine transform (DCT). Lu et al. [37] and
Jiang et al. [38] introduced the DCT and framelet transform
into the t-SVD framework for LRTC, respectively. However,
the tubal rank is generally designed for 3-D data.

In recent years, a new tensor train (TT) decomposition
scheme [39] is developed, which can exploit the redundancy of
the higher-dimensional tensor. The TT-rank of X ∈ R

n1×···×nj

can be expressed as

ranktt(X ) = (
rank

(
X[1]

)
, . . . , rank

(
X[j−1]

))
(4)

where X[k] ∈ R
(
∏k

d=1 nd)×(
∏j

d=k+1 nd) is the mode-k canonical
matricization of X ∈ R

n1×···×nj [21] by the reshaping opera-
tor. Compared with Tucker decomposition, the matricization
of TT decomposition is more balanced (i.e., square) on the
middle mode of the tensor which leads to better results [28].
Based on the mode-k canonical matricization by the reshap-
ing operator, TT-rank is easy to be optimized [21], [40]–[43].
Bengua et al. [21] proposed two surrogates for TT-rank-based
LRTC: one is the convex surrogate for low-TT-rank tensor
completion, which can be formulated as

min
X

j−1∑

k=1

αk
∥∥X[k]

∥∥∗

s.t. X� = O� (5)

where ‖ · ‖∗ is the matrix nuclear norm and αk is the con-
stant satisfying αk ≥ 0 and

∑j−1
k=1 αk = 1. The second one

is the nonconvex TT-rank minimization via the parallel low-
rank matrix factorization (TMac-TT), which factorizes each
X[k] into the product of two smaller matrices, that is

min
Ek,Zk,X

j−1∑

k=1

αk

2

∥∥EkZk − X[k]
∥∥2

F

s.t. X� = O� (6)

where Ek ∈ R
(
∏k

d=1 nd)×rk and Zk ∈ R
rk×(

∏j
d=k+1 nd) are low-

rank matrices with the rank no more than rk. Many extensions
of TT-rank-based methods are also developed, such as the
cyclically connected TT decomposition called tensor ring (TR)
decomposition [44]–[46].

A. Tensorizations

For LRTC, tensorizations are usually considered to construct
a higher-order tensor for better results in image recovery [21],
[47], [48]. Ket augmentation (KA) and visual data tensoriza-
tion (VDT) both use structured blocks addressing procedures
to cast an image into a higher-order tensor, which unavoid-
ably lead to artifacts near the boundary of blocks [21], [47].
The multiway delay-embedding tensorization (MDT) uses the
duplicated transform to construct a higher-order tensor on
the pixel level, which enhances the correlation of pixels
and can capture the delay/shift-invariant structure of the ten-
sor [48]–[51]. In summary, these previous tensorizations are
on the pixel level.

B. Motivations and Contributions

These general LRTC-based methods mainly recover images
on the pixel level. However, especially when considerable
pixels of an image are missing, the low-rankness is not reli-
able on the pixel level [52]. Specifically, their results often
miss some details and subsequent image applications are hin-
dered. In the real world, multidimensional images are naturally
with sufficient multiscale features (MSFs) information on each
dimension, such as Gabor features [53]–[55] of face images,
which can be exploited to benefit the image recovery and
subsequent image applications (e.g., image recognition and
segmentation). Recently, the multiscale image analysis has
been successfully applied in image processing [56], [57]. The
power of multiscale image analysis comes from the ability
to take advantage of image features at multiple scales. The
framelet transform, which is a powerful tool for multiscale
image analysis, can capture the image features at multiple
scales (e.g., coarse- and fine-scale features) [56], [57]. These
motivate us to propose a new tensorization by exploiting the
MSFs of multidimensional images based on the framelet trans-
form, which benefits the image recovery and subsequent image
applications, and then suggest a new LRTC framework on the
feature level.

In this article, based on the framelet transform, we sug-
gest a novel MSF tensorization by exploiting the MSFs of
multidimensional images, which not only helps to recover
images on the feature level but also benefits subsequent image
applications. More concretely, by applying the filter hl

r (the
level parameter l controls the scale of the feature) along
different modes of X ∈ R

n1×···×nj , we can obtain the fea-
ture tensor at level l. We can construct the MSF tensor
XW ∈ R

n1×···×nj×f1···fj×L, by stacking these feature tensors of
multiple scales (see Fig. 1). In Table I, we summarize the
difference between the KA [21], MDT [49], and the proposed
MSF tensorization. In summary, we can conclude that previous
tensorizations [21], [49] are on the pixel level and our MSF
tensorization is on the feature level.
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Fig. 1. MSF tensorization, where f1 and f2 are dimensions of the spatial features, f3 is the dimension of the temporal features, and L is the dimension of
the level. The curves show the singular values of matrices by mode-k canonical matricization of the multiscale feature tensor XW.

TABLE I
COMPARISON BETWEEN DIFFERENT TENSORIZATIONS OF TENSOR X ∈ R

n×n×n FOR TT DECOMPOSITION

Since TT decomposition is especially suitable for high-
dimensional tensors [21], [28], we consider TT decomposition
for the resulting high-dimensional MSF tensor XW. The curves
of Fig. 1 also illustrate that the resulting MSF tensor XW
is numerically low-TT-rank, which is attributed to the redun-
dancy of the MSFs. Thus, by the resulting MSF tensor, we
further propose the new LRTC framework on the feature level
called the MSF TT-rank minimization (MSF-TT) to conjointly
recover the feature tensor and the corresponding original tensor
(image). MSF-TT is formulated as

min
X

ranktt(XW)

s.t. X� = O� (7)

where the optimized XW ∈ R
n1×···×nj×f1×···×fj×L is the MSF

tensor with 2j + 1 dimensions, fj is the dimension of the fea-
tures extracted from nj, and L is the dimension of the level.
The proposed MSF-TT framework enjoys two advantages.

1) MSF-TT can exploit the MSFs to recover the image for
more information preservation.

2) The produced MSF tensor can be used to benefit subse-
quent image applications.

The contributions of our work are summarized as follows.
1) We suggest a novel MSF tensorization by exploiting

the MSFs of multidimensional images, which not only
helps to recover images on the feature level but also
benefits subsequent image applications. Based on the
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TABLE II
BASIC DEFINITIONS

MSF tensorization, we propose a new LRTC framework
on the feature level called MSF-TT.

2) We propose the specific convex and nonconvex MSF-
TT model to conjointly recover the feature tensor and
the corresponding original tensor. Then, we develop the
alternating directional method of multipliers (ADMM)
to solve the convex MSF-TT and the proximal alter-
nating minimization (PAM) to solve the nonconvex
MSF-TT. Moreover, we establish the theoretical guaran-
tee of convergence for the PAM algorithm, under mild
assumptions.

This article is arranged as follows. Section II gives notations
and preliminaries for developing the MSF tensorization and
the convex and nonconvex MSF-TT. Section III proposes the
MSF tensorization, the convex and nonconvex MSF-TT mod-
els, and the solving algorithms of models. Section IV reports
experimental examples and gives some discussions. Section V
concludes this article.

II. NOTATIONS AND PRELIMINARIES

In this section, we introduce some notations and prelimi-
naries for developing the MSF tensorization and the convex
and nonconvex MSF-TT.

A. Basic Definitions

In Table II, we give some basic definitions. We denote the
mode-k matricization of Y by the unfolding operator as Y(k) =
unfoldk(Y) of the size nk ×∏d �=k nd and its inverse operator as
Y = foldk(Y(k)). The unfolding operator can be implemented
via the following MATLAB command:

Y(k) = reshape(shiftdim(Y, k − 1), size(Y), []). (8)

We denote the mode-k canonical matricization of Y by
the reshaping operator as Y[k] = reshapek(Y) of the size
(
∏k

d=1 nd) × (
∏j

d=k+1 nd) and its inverse operator as Y =
unreshapek(Y[k]). The reshape operator can be implemented
by the following MATLAB command:

Y[k] = reshape

⎛

⎝Y,

k∏

d=1

nd,

j∏

d=k+1

nd

⎞

⎠. (9)

B. Framelet Transform

Here, we introduce the framelet transform for develop-
ing the MSF tensorization. In image processing, the wavelet
system can be discretely represented by the wavelet transform
matrix W of the size m × n [56]. If the following equivalent
holds, that is:

x =
∑

yi∈W

〈x, yi〉yi ∀ x ∈ R
n (10)

where yi is the ith row of W, then this is a wavelet tight
frame system [56]. The wavelet tight frame system can be
represented by the framelet transform matrix W ∈ R

wn×n con-
structed from a given filter bank {hl

r} with dilations and shifts,
where r is from 0 to f −1, l is from 1 to L, and w = (f −1)L+1:
see more details on [56, pp. 2–5]. The W and its transpose WT

are also called the decomposition operator and the reconstruc-
tion operator [56]. The framelet transform matrix W satisfies
WTW = I by the unitary extension principle [56].

III. MAIN RESULTS

In this section, we suggest the MSF tensorization, specific
convex and nonconvex MSF-TT, and their solving algorithms.

MSF Tensorization: Based on the framelet transform, we
propose the MSF tensorization by exploiting the MSFs of
multidimensional images. We denote the framelet transform
along mode-k of X ∈ R

n1×···×nj by Wk ∈ R
wknk×nk . We

have that X ×k Wk = foldk(WkX(k)), which extracts the
MSFs of X on the kth dimension. Defining Wj ∈ R

wjnj×nj

and Wk ∈ R
fknk×nk with k = 1, . . . , j − 1, we can con-

struct X ×1 W1 · · · ×j Wj ∈ R
f1n1×···×fj−1nj−1×wjnj . Then, we

incorporate the first L − 1 coarse scale features and stack
all features to construct the higher-dimensional MSF tensor
XW ∈ R

n1×···×nj×f1···fj×L. The procedure can be denoted as
a operator R. The MSF tensorization can be mathematically
formulated as

XW = R
(X ×1 W1 · · · ×j Wj

)
(11)

and the reconstruction of the original tensor is

X = R−1(XW) ×1 WT
1 · · · ×j WT

j (12)

where R−1 is the inverse operator of R. Notably, the MSF
tensor has 2j + 1 dimensions being higher than the original
tensor. The TT-rank of XW ∈ R

n1×···×nj×f1···fj×L is

ranktt(XW) = (
rank

(
XW[1]

)
, . . . , rank

(
XW[2j]

))
. (13)

Convex MSF-TT: We study the nuclear norm surrogate for
developing the convex MSF-TT, that is

min
X

2j∑

k=1

αk
∥∥XW[k]

∥∥∗

s.t. X� = O� (14)

where X is the recovered image, XW[k] is generated by the
mode-k reshaping operator on the feature tensor XW, XW =
R(X ×1 W1 · · · ×j Wj) by (11), ‖ · ‖∗ is the nuclear norm, αk

is the constant satisfying αk ≥ 0 and
∑2j

k=1 αk = 1, � is the
index of observed elements, O� is the observed tensor with
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support �, and X� is the projection operator to keep elements
in � of X and make others be zero.

Nonconvex MSF-TT: We study the parallel matrix factoriza-
tion for developing the nonconvex MSF-TT, that is

min
Ek,Zk,X

2j∑

k=1

αk

2

∥∥EkZk − XW[k]
∥∥2

F

s.t. X� = O� (15)

where Ek ∈ R
(
∏k

d=1 nd)×rk , Zk ∈ R
rk×(

∏2j
d=k+1 nd), rk is the

bound of the rank(Ek) and rank(Zk), and ‖·‖F is the Frobenius
norm.

To solve the convex and nonconvex MSF-TT, we first
introduce indicator functions [58] of X , Ek, and Zk. For
closed subsets {X : X� = O�}, {Ek : rank(Ek) ≤ rk}, and
{Zk : rank(Zk) ≤ rk}, we denote indicator functions as δD(X ),
δR(Ek), and δR(Zk), that is

δD(X ) =
{

0, if X ∈ D = {X : X� = O�}
+ ∞, otherwise

δR(Ek) =
{

0, if Ek ∈ R = {Ek : rank(Ek) ≤ rk}
+∞, otherwise

δR(Zk) =
{

0, if Zk ∈ R = {Zk : rank(Zk) ≤ rk}
+∞, otherwise.

(16)

Then, we reformulate (14) and (15) as the following
unconstrained minimizations, that is:

min
X

2j∑

k=1

αk
∥∥XW[k]

∥∥∗ + δD(X ) (17)

and

min
Ek,Zk,X

2j∑

k=1

αk

2

∥∥EkZk − XW[k]
∥∥2

F

+ δD(X ) + δR(Ek) + δR(Zk). (18)

By minimizing (17) and (18), we have δD(X ), δR(Ek),
and δR(Zk) to be zero. In (17), if δD(X ) is zero, X
belongs to the constrained set D. Therefore, the unconstrained
minimization (17) is equal to the convex MSF-TT (14). In (18),
if δD(X ), δR(Ek), and δR(Zk) are zero, X belongs to the con-
strained set D, and Ek and Zk belong to the constrained set
R. Thus, the unconstrained minimization (18) is equal to the
nonconvex MSF-TT (15).

A. ADMM for the Convex MSF-TT

Since the minimization (17) is convex, we develop the
ADMM to solve it. We introduce auxiliary variables Mk

into (17), that is

min
X

2j∑

k=1

αk
∥∥Mk[k]

∥∥∗ + δD(X )

s.t. XW = Mk. (19)

Then, the related augmented Lagrangian function can be
formulated as

min
X

2j∑

k=1

αk
∥∥Mk[k]

∥∥∗ +
2j∑

k=1

βk

2
‖Mk − XW‖2

F

+
2j∑

k=1

〈Mk − XW,Bk〉 + δD(X ) (20)

where Bk is the Lagrangian multiplier and βk is the penalty
parameter for the violation of the linear constraints. Since
each variable Mk is independent, the solving procedure can
be divided into two blocks.

1) Solving {Mk}: For X , ‖X‖2
F = ‖X[k]‖2

F . Thus, the
problem of {Mk} can be rewritten as the following 2j sub-
problems, that is:

Mt+1
k = arg min

Mk

αk
∥∥Mk[k]

∥∥∗

+ βk

2

∥∥∥∥∥Mk[k] − Xt
W[k] + Bt

k[k]

βk

∥∥∥∥∥

2

F

. (21)

We solve (21) by the singular value thresholding (SVT)
operator, that is

Mt+1
k = unreshapek

(
SVT αk

βk

(
Xt

W[k] − Bt
k[k]

βk

))
. (22)

2) Solving X : For X , ‖X‖2
F = ‖X(k)‖2

F . By the unitary
extension principle (WT

k Wk = I), we have that

X t+1 = arg min
X∈D

2j∑

k=1

βk

2

∥∥∥∥Mt+1
k − XW + Bt

k

βk

∥∥∥∥
2

F

= arg min
X∈D

2j∑

k=1

βk

2

×
∥∥∥∥Mt+1

k − R
(X ×1 W1 · · · ×j Wj

)+ Bt
k

βk

∥∥∥∥
2

F

= arg min
X∈D

2j∑

k=1

βk

2

∥∥∥∥R
−1
(
Mt+1

k + Bt
k

βk

)

×1 WT
1 · · · ×j WT

j − X
∥∥∥∥

2

F
. (23)

It is a least-square problem. Then, we have

X t+1 = PD

⎛

⎜⎝

∑2j
k=1 βkR

−1
(
Mt+1

k + Bt
k

βk

)
×1 WT

1 · · · ×j WT
j

∑2j
k=1 βk

⎞

⎟⎠

X t+1
W = R

(
X t+1 ×1 W1 · · · ×j Wj

)
(24)

where PD is the projection onto D = {X : X� = O�}. The
multipliers {Bk} can be updated as

Bt+1
k = Bt

k + βk

(
Mt+1

k − X t+1
W

)
. (25)

We summarize the ADMM for the convex MSF-TT in
Algorithm 1.
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Algorithm 1 ADMM for the Convex MSF-TT
Input The observed Y , �, αk, βk, and ε.
Output X , XW.
Initialize X 0 = Y , M0

k = B0
k = 0, t = 0, and tmax.

While not converged and t ≤ tmax do
Update Mt+1

k via (22).

Update X t+1 and X t+1
W via (24).

Update Bt+1
k via (25).

Let t = t + 1.
Check the convergence condition:
‖X t+1 − X t‖2

F/‖X t‖2
F ≤ ε or t > tmax.

End while

Computational Complexity: The computing burden for the
convex MSF-TT mainly comes from updates of Mt+1

k and
X t+1. For a j-dimensional tensor X ∈ R

n×···×n, the corre-
sponding 2j + 1-dimensional feature tensor XW ∈ R

I×···×I ,
and Wk ∈ R

wkn×n, O(min(Ik, I2j+1−k)I2j+1) is the computa-
tional complexity for updating each Mk, and the update of X
mainly needs the reconstruction of MSF tensorization, that is,
O(wj

jn
j+1). Thus, the computational complexity of the convex

MSF-TT is O(
∑2j

k=1 min(Ik, I2j+1−k)I2j+1 + wj
jn

j+1).
Convergence Analysis: The optimization (19) is convex and

well structured. All the variables of (19) can be divided into
two independent blocks, including block X and block {Mk}.
It is clear that (19) fits the ADMM framework [59]. Therefore,
the convergence of Algorithm 1 is theoretically guaranteed.

B. PAM for the Nonconvex MSF-TT

Since the minimization (18) is strongly nonconvex, we
develop the PAM to solve it and establish the theoretical guar-
antee of convergence. We denote (18) as f (E, Z,X ), where E
and Z are block-diagonal matrices formed by Ek and Zk. The
sequence {E, Z,X } can be updated as

Et+1 = arg min
Ek∈R

{
M1
(
E|Et) = f

(
E, Zt,X t)+ ρ

2

∥∥E − Et
∥∥2

F

}

Zt+1 = arg min
Zk∈R

{
M2
(
Z|Zt) = f

(
Et+1, Z,X t

)

+ ρ

2

∥∥Z − Zt
∥∥2

F

}

X t+1 = arg min
X∈D

{
M3
(X |X t) = f

(
Et+1, Zt+1,X

)

+ ρ

2

∥∥X − X t
∥∥2

F

}
. (26)

1) Solving E and Z: We can see that E and Z can be decom-
posed into 2j independent problems. Thus, E and Z can be
updated as

Et+1
k = arg min

Ek∈R
αk

2

∥∥∥EkZt
k − Xt

W[k]

∥∥∥
2

F
+ ρ

2

∥∥Ek − Et
k

∥∥2
F

=
(
αkXt

W[k]

(
Zt

k

)T + ρEt
k

)(
αkZt

k

(
Zt

k

)T + ρI
)−1

Zt+1
k = arg min

Zk∈R
αk

2

∥∥∥Et+1
k Zk − Xt

W[k]

∥∥∥
2

F
+ ρ

2

∥∥Zk − Zt
k

∥∥2
F

=
(

αk

(
Et+1

k

)T
Et+1

k + ρI
)−1

×
(

αk

(
Et+1

k

)T
Xt

W[k] + ρZt
k

)
. (27)

Algorithm 2 PAM for the Nonconvex MSF-TT
Input The observed Y , �, αk, rk and ε.
Output X , XW.
Initialize X 0 = Y , E0

k , Z0
k , t = 0, and tmax.

While not converged and t ≤ tmax do
Update Et+1

k and Zt+1
k via (27).

Update X t+1 and X t+1
W via (29).

Let t = t + 1.
Check the convergence condition:
‖X t+1 − X t‖2

F/‖X t‖2
F ≤ ε or t > tmax.

End while

2) Solving X : By the unitary extension principle (WT
k Wk =

I), we have that

X t+1 = arg min
X∈D

2j∑

k=1

αk

2

∥∥∥Et+1
k Zt+1

k − XW[k]

∥∥∥
2

F
+ ρ

2

∥∥X − X t
∥∥2

F

= arg min
X∈D

2j∑

k=1

αk

2

∥∥∥R−1
(

unreshapek

(
Et+1

k Zt+1
k

))

×1 WT
1 · · · ×j WT

j − X
∥∥∥

2

F

+ ρ

2

∥∥X − X t
∥∥2

F. (28)

It is a least-square problem. Then

X t+1 = PD

(∑2j
k=1 αkX t+1

temp + ρX t

∑2j
k=1 αk + ρ

)

X t+1
W = R

(
X t+1 ×1 W1 · · · ×j Wj

)
(29)

where X t+1
temp = R−1(unreshapek(E

t+1
k Zt+1

k )) ×1 WT
1 · · · ×j

WT
j ). We summarize the PAM for the nonconvex MSF-TT

in Algorithm 2.
Computational Complexity: The computing burden for the

nonconvex MSF-TT mainly comes from the updates of Ek, Zk,
and X . For a j-dimensional tensor X ∈ R

n×···×n, the corre-
sponding 2j+1-dimensional feature tensor XW ∈ R

I×···×I , and
Wk ∈ R

wkn×n, the updates of each Ek and Zk need O(), and the
computational complexity of (29) is O(wj

jn
j+1). Thus, solving

the nonconvex MSF-TT needs O(
∑2j

k=1 rkI2j+1 + wj
jn

j+1).
Convergence Analysis: Here, we establish the theoreti-

cal guarantee of convergence for Algorithm 2, under mild
assumptions.

Theorem 1: Assuming that Et, Zt, and X t are bounded, the
sequence {Et, Zt,X t}t∈N generated by Algorithm 2 converges
to a critical point of (15).

The detailed proof of Theorem 1 can be found in the
Appendix.

IV. EXPERIMENTS

In this section, we conduct comprehensive experiments to
verify the effectiveness of our methods. Color images, mul-
tispectral images (MSIs), color videos, and face data were
included in experiments, of which the gray values were nor-
malized to [0, 255]. The peak signal-to-noise ratio (PSNR) and
the structural similarity index (SSIM) [60] served as the quan-
titative evaluation. Generally, better recovery performances are
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reflected by higher PSNR and SSIM values. We calculate the
mean PSNR (MPSNR) and mean SSIM (MSSIM) by averag-
ing the PSNR values and the SSIM values of all bands for
high-dimensional data. For each band, the evaluation metrics
(PSNR and SSIM) are computed for all pixels by the following
exact equations, that is:

PSNR = 10 log10
NZ2

max∥∥Z − Z∗∥∥2
F

and

SSIM = (2μZμZ∗)(2σZZ∗ + C2)(
μ2

Z + μ2
Z∗ + C1

)(
σ 2

Z + σ 2
Z∗ + C2

)

where Z∗ is one band of the original image, Z is one band of
the recovered image, N denotes the total number of pixels in
the image, Zmax is the maximum pixel value of the image, μZ
and μ∗

Z are the mean values of images Z and Z∗, σZ and σ ∗
Z

are the standard variances of Z and Z∗, σZZ∗ is the covariance
of Z and Z∗, and C1 > 0 and C2 > 0 are constants.

The current mainstream methods of DCT-TNN [37], MDT-
Tucker [48], KA-TT [21], and TRLRF [44] are employed
for performance comparison with the proposed methods.
DCT-TNN is a tubal rank-based method, which implements
the DCT along the third dimension to calculate t-SVD.
MDT-Tucker uses the duplicated transform to construct a
higher-order tensor and then exploits the low-rankness of the
higher-order tensor by Tucker decomposition. KA-TT casts
an image into a higher-order tensor and then exploits the low-
rankness of the higher-order tensor by TMac-TT. TRLRF is a
TR rank-based method, which uses the low-rank matrix factor-
ization to calculate the low-TR-rank tensor. In experiments, we
denote the convex MSF-TT by MSF-TT1 and the nonconvex
MSF-TT by MSF-TT2 for convenience.

Parameters Setting: Here, we give the parameters setting of
the proposed methods, which involves two parts.

Model Part: The first part is the parameters of the
multidimensional framelet transform, which influences the fea-
ture tensor XW of the model. The proposed method is a unified
framework, which can flexibly consider different filter banks
to generate the feature tensor for image recovery and dif-
ferent image applications. In this work, we mainly consider
the framelet transform based on four different filter banks:
1) the Haar wavelet (Haar); 2) the piecewise linear B-spline
filter bank (Linear) [57]; 3) the piecewise cubic filter bank
(Cubic) [57]; and 4) the Gabor filter bank [53]. The framelet
transform settings on each dimension of X are the same, and
the level is limited in {1, 2, 3}.

Algorithm Part: The second part is the parameters of
ADMM and PAM. In ADMM, we control the (αk/βk) ranged
in {10−3, 5 × 10−3, 10−2}, which governs the solution of the
SVT operator (22). In PAM, we control the rank of initial E0

and Z0 by rank tolerance (rtol) [40], which is defined as

σ
[k]
q

σ
[k]
1

> rtol (30)

where σ
[k]
q is the qth singular value of XW[k], q = 1, . . . , rk,

and rtol is selected from {0.005, 0.007, 0.009, 0.01}. The con-
vergence criterion of our proposed algorithms is defined by

TABLE III
QUANTITATIVE EVALUATION OF COMPETING METHODS ON COLOR

IMAGES WITH THE RANDOM MISSING. THE BEST VALUES AND THE

SECOND-BEST VALUES ARE HIGHLIGHTED BY BOLD FONTS AND

UNDERLINES, RESPECTIVELY

computing the relative change (RelCha) of the recovered X
between two successive iterations, that is

RelCha =
∥∥X t+1 − X t

∥∥
F

‖X t‖F
. (31)

In whole experiments, we terminate the iteration when RelCha
is smaller than 10−4.

In all experiments, the optimal parameters of the proposed
method and competing methods are chosen to attain the
highest PSNR value.

Based on the MATLAB (2017b) programming, all exper-
iments are performed on the Windows 10 system with the
CPU Intel Core i7-8700k 3.70 GHz and 16-GB RAM. All the
methods are run once for all experiments.

A. Color Images

In this section, we test the proposed methods on color image
completion. Color images,1 including Lena, Peppers, Baboon,
Airplane, House, and Barbara, are employed in this experi-
ment. The size of the tested images is 256×256×3. The color
images completion includes two different cases: 1) random
missing and 2) structural missing.

Random Missing: In the random missing case, we dis-
play the challenging sampling rate (SR) cases are 10%, 20%,
and 30%, respectively, and the missing pixels are randomly
distributed in red, green, and blue channels.

In Table III, we report the quantitative comparisons of com-
peting methods on color images with different SRs. In most

1Available at http://sipi.usc.edu/database/database.php.
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Fig. 2. Recovered images by different methods on color images with SR = 10%. From left to right: the observed images, the recovered images by DCT-TNN,
MDT-Tucker, KA-TT, TRLRF, MSF-TT1, and MSF-TT2, and the original images. From top to bottom: Lena, Baboon, and Airplane.

Fig. 3. Recovered images by different methods on color images with different structure missing. From left to right: the observed images, the recovered
images by DCT-TNN, MDT-Tucker, KA-TT, TRLRF, MSF-TT1, and MSF-TT2, and the original images. From top to bottom: Barbara, House, and Peppers.
PSNR (left) and SSIM (right) are displayed below the image.

cases, our methods significantly outperform other competing
methods for the evaluation metrics, for example, on Barbara
with 10% SR, MSF-TT1 and MSF-TT2 gain around 1.0 and
2.0 dB beyond the third-best method TRLRF in terms of
PSNR. Moreover, we can observe that the performance of
MSF-TT2 is better than that of MSF-TT1, because the non-
convex MSF-TT is more optimal to characterize the MSFs
tensor.

Fig. 2 shows the recovered images by different methods
on Lena, Baboon, and Airplane with SR = 10%. We can
observe that our methods recover the main structures and pre-
serve abundant details well. From the zoomed-in area, we
can clearly see that the results of other competing methods

lose some details. Notably, there exist apparent block artifacts
in the results of KA-TT. The reason is that KA destroys the
spatial structure of images. As a comparison, MSF-TT1 and
MSF-TT2 both preserve the details. The visual performances
of MSF-TT1 and MSF-TT2 are close.

Structural Missing: We test three color images with dif-
ferent structural missing. Specifically, Barbara, House, and
Peppers are destroyed by intersecting slices, texts, and random
curves, respectively. Fig. 3 shows the visual and quantitative
performance by different methods in the structural missing
case. In quantitative performance, our methods rank first and
second place in terms of the PSNR and SSIM in most cases. In
visual quality, MDT-Tucker achieves good visual performance,
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Fig. 4. PSNR values of the recovered images by different methods on MSIs with SR = 10%.

since MDT-Tucker uses duplicated transform to capture some
delay/shift-invariant structure of images for missing slices. On
recovered Barbara, we can see the apparent shadow in the
missing area in compared methods. However, our methods
produce abundant details in the missing area.

B. MSIs

In this section, we test the proposed methods on MSIs,
which have abundant MSFs information in the spectrum. This
experiment employs the CAVE MSI data,2 which contains
32 images. The spatial resolution is resized to 256 × 256.
The SR cases are shown as 10%, 20%, and 30%, respec-
tively. For efficiency, we consider the filter bank as Linear and
level = 2.

Fig. 4 shows the PSNR values of the recovered 32 images
by different methods on MSIs with SR = 10%. We can see
that MSF-TT2 (red column) achieves the highest values in
most cases. In Table IV, we report the quantitative compar-
isons of competing methods on three MSIs with different SRs.
We clearly see that the quantitative performance of our meth-
ods is significantly superior to that of the compared methods.
For instance, on beads with SR = 10%, the proposed meth-
ods achieve around 0.9 in SSIM, which enhances around 0.1
beyond MDT-Tucker, KA-TT, and TRLRF. Fig. 5 displays the
spectrum curves of the recovery results by different meth-
ods, which illustrates that the proposed methods outperform
compared methods in spectral fidelity.

To evaluate the visual quality, we select the 1st, 2nd, and
31st bands to construct the pseudocolor images in Fig. 6. We
can observe that DCT-TNN, MDT-Tucker, KA-TT, TRLRF,

2Available at http://www.cs.columbia.edu/CAVE/databases/multispectral.

TABLE IV
QUANTITATIVE EVALUATION OF COMPETING METHODS ON MSIS WITH

DIFFERENT SRS. THE BEST VALUES AND THE SECOND-BEST VALUES

ARE HIGHLIGHTED BY BOLD FONTS AND UNDERLINES, RESPECTIVELY

and the proposed methods obtain similar visual performance
and all recover the main structures of images. Zooming-in the
results, we see that DCT-TNN and TRLRF cause details losing
in some cases, and there exist block artifacts in some images
by KA-TT. It is clear that MSF-TT1 and MSF-TT2 both
bring significant recovery performance and precisely protect
the details, which demonstrates that the proposed methods
fully exploit the MSFs information.

C. Color Videos

We test the proposed methods on color videos to evalu-
ate the recovery performance on higher-dimensional tensors.

Authorized licensed use limited to: Tsinghua University. Downloaded on February 08,2023 at 05:08:48 UTC from IEEE Xplore.  Restrictions apply. 



13404 IEEE TRANSACTIONS ON CYBERNETICS, VOL. 52, NO. 12, DECEMBER 2022

Fig. 5. Spectrum curves of the recovery results by different methods at spatial location (200, 200). From left to right: the results from DCT-TNN, MDT-Tucker,
KA-TT, TRLRF, MSF-TT1, MSF-TT2, and the original images. From top to bottom: Beads, Feathers, and Flowers with SR = 10%.

Fig. 6. Recovered images by different methods on MSIs with SR = 10%. From left to right: the observed images, the recovered images by DCT-TNN,
MDT-Tucker, KA-TT, TRLRF, MSF-TT1, and MSF-TT2, and the original images. From top to bottom: Beads, Feathers, and Flowers.

Three color videos,3 including Football, Susie, and Bus, are
employed in this experiment. The color videos are higher-
dimensional tensors of the size 256 × 256 × 3 × 20, where the
fourth dimension is the temporal variable. We display chal-
lenging SR cases as 10%, 20%, and 30%, respectively. Since
t-SVD is designed for the 3-D tensor, the temporal mode needs
to be merged with the color channel to form a third-order
tensor in DCT-TNN. For efficiency, we set the filter bank as
Linear and level = 2.

In Table V, we report the quantitative comparisons of com-
peting methods on color videos with different SRs. It is clear
that the proposed methods achieve higher values in quantita-
tive metrics. On Susie with SR = 10%, the values of MSSIM
are beyond 0.9 by the proposed methods, which means that
the recovered video is close to the original one. Fig. 7 shows
the PSNR values of each frame of the tested videos. We can

3Available at http://trace.eas.asu.edu/yuv/.

see that MSF-TT1 (green lines) and MSF-TT2 (red lines) are
undoubtedly superior to compared methods.

To evaluate the visual performance, we show one frame of
each video in Fig. 8. The results of our methods are supe-
rior to those of the other compared methods. For instance,
on Football, MSF-TT2 preserves the abundant details from
the zoomed-in areas. On Susie, the recovered images by our
methods are closer to the original images, which agrees with
the quantitative performance in Table V. On Bus, MSF-TT1
and MST-TT2 are close in visual performance and both out-
perform other methods’ results. These demonstrate that the
proposed methods can be applicable for higher-dimensional
tensor data.

D. Discussion

In this section, we further discuss some important aspects
of the proposed methods.
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Fig. 7. PSNR values in each frame by different methods on color videos with SR = 10%.

Fig. 8. Recovered images by different methods on color videos with SR = 10%. From left to right: the observed images, the recovered images by DCT-TNN,
MDT-Tucker KA-TT, TRLRF, MSF-TT1, and MSF-TT2, and the original images. From top to bottom: Football, Susie, and Bus.

The Subsequent Image Recognition: Here, we demonstrate
that the feature tensor not only helps to recover the missing
values but also benefits subsequent image applications. We
mainly test the performance of the proposed methods on image
recognition. In this experiment, we employ a plain classifier
for image recognition, that is, nearest neighbor [61], which can
be also replaced by any other classifiers, such as the support
vector machine (SVM) or the deep neural network (DNN). The
Yale B face data4 is employed with the size 48×42×64×38,
where the 3rd dimension has 64 images of one person and the
4th dimension contains 38 different individuals.

Gabor filters use the complex-valued system via local
Fourier analysis [53], [55], which has better orientation selec-
tivity compared with the real-valued system (e.g., piecewise
linear framelet [62]). Since features of faces (e.g., eyebrows
and lips) have natural orientations, Gabor filters can more
exactly characterize features of faces. Thus, we set the filter

4Available at http://cvc.yale.edu/projects/yalefacesB/yalefacesB.html.

bank as Gabor filters of our methods for face image recov-
ery and use the recovered multiscale Gabor feature tensor to
the face image recognition. For the other competing meth-
ods, we first extract the Gabor features from their recovered
face images and then test by the nearest neighbor. SRs are
set as 10%, 20%, and 30%, respectively. In image recogni-
tion, we evaluate the performance by the recognition accuracy
[0%, 100%]. We set the parameter rank (R) as 30 and 60 in the
recognition system, which is the dimension of the subspace of
the nearest neighbor algorithm.

In Table VI, we report the quantitative evaluation of compet-
ing methods on face data with different SRs. In most cases, our
methods outperform compared methods in numerical value. In
Table VII, we report the recognition accuracy of competing
methods on the recovered Yale B data with different SRs. It is
clear that our methods rank first and second place in terms of
accuracy. Notably, with SR = 10%, MSF-TT2 achieves around
3% gain in accuracy beyond the third best-performed method
KA-TT. Fig. 9 shows one recovered face by different meth-
ods with SR = 10%. Our methods significantly outperform
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Fig. 9. Recovered images by different methods on face data with SR = 10%. From left to right: the observed images, the recovered images by DCT-TNN,
MDT-Tucker, KA-TT, TRLRF, MSF-TT1, and MSF-TT2, and the original images.

TABLE V
QUANTITATIVE EVALUATION OF COMPETING METHODS ON COLOR

VIDEOS WITH DIFFERENT SRS. THE BEST VALUES AND THE

SECOND-BEST VALUES ARE HIGHLIGHTED BY BOLD FONTS

AND UNDERLINES, RESPECTIVELY

TABLE VI
QUANTITATIVE EVALUATION OF COMPETING METHODS ON FACE DATA

WITH DIFFERENT SRS. THE BEST VALUES AND THE SECOND-BEST

VALUES ARE HIGHLIGHTED BY BOLD FONTS AND UNDERLINES,
RESPECTIVELY

TABLE VII
RECOGNITION ACCURACY OF COMPETING METHODS ON THE

RECOVERED YALE B DATA WITH DIFFERENT SRS. THE BEST VALUES

AND THE SECOND-BEST VALUES ARE HIGHLIGHTED BY BOLD FONTS

AND UNDERLINES, RESPECTIVELY

the other competing methods in the face features protection,
which agrees with the recognition performance in Table VII.
These show that our methods not only recover images but also
effectively help the subsequent image application.

Influence of Filter Bank and Level: We discuss the influence
of filter bank and level settings, which determine the feature
tensor. We set the filter bank as Haar, Linear, and Cubic, and
level as 1, 2 , and 3. Color image Baboon with SR = 10%
is selected for this discussion, and the size of the image is
ranged in {64 × 64 × 3, 128 × 128 × 3, 256 × 256 × 3}.

Table VIII reports the PSNR, SSIM, and running time (in
seconds) on Baboon with different sizes. In most cases, the
performance of MSF-TT1 and MST-TT2 is about the same,
and the results by Linear and Cubic rank first and second place
in terms of the PSNR and SSIM. More levels do not mean
better quantitative performance. We can see that the filter bank
and level setting also affect the running time, for example,
more levels mean more running time in general.

As the size increases, MSF-TT2 has a significant advantage
on speed, because the computational complexity of MSF-TT2
is lower than that of MSF-TT1. For the tradeoff between effec-
tiveness and efficiency, we suggest the filter bank as Linear
and level as 1 or 2.

Influence of the Mode Order: Since the tensor mode order
has an effect on the TT-rank minimization, we discuss the
influence of mode order of the MSF tensor. In the above
numerical experiments, we mainly consider the mode order
(n1, . . . , nj, f1, . . . , fj, L) of XW, which is a natural mode
order intuitively from Fig. 1. Now, we mainly consider
two classes of mode order: 1) the grouped similar mode
(n1, . . . , nj, fi, . . . , fk, L) and 2) the separated similar mode
(n1, fi, . . . , nj, fk, L). Beads is employed with SR = 10%. We
set the filter bank as Linear and level = 2. The quantita-
tive evaluation of the MSF-TT2 is reported in Table IX for
the two classes of mode order. We can see that results of
the grouped similar mode generally outperform results of the
separated similar mode in most cases.

The Comparison Between Different Tensorizations: The ten-
sorization is usually considered for TT decomposition to
construct a higher-order tensor for better results in image
recovery [21], [49]. The previous tensorizations are on the
pixel level [21], [49], and the proposed tensorization is on the
feature level, which can exploit the MSFs of multidimensional
images to benefit the image recovery and subsequent image
applications. Since TT decomposition is especially suitable for
high-order tensors for the computational and storage cost, we
consider TT decomposition for the resulting high-order MSF
tensor XW ∈ R

n1×···×nj×f1···fj×L. Here, we compare different
tensorizations for TT decomposition (TMac-TT). The com-
parisons (e.g., the computational cost and storage cost) of
different tensorizations are summarized in Table I. We can
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TABLE VIII
QUANTITATIVE EVALUATION OF COMPETING METHODS ON Baboon WITH DIFFERENT SIZES. THE BEST VALUES AND

THE SECOND-BEST VALUES ARE HIGHLIGHTED BY BOLD FONTS AND UNDERLINES, RESPECTIVELY

TABLE IX
QUANTITATIVE EVALUATION OF MSF-TT2 ON Beads WITH DIFFERENT

ORDERS. THE BEST VALUES ARE HIGHLIGHTED BY BOLD FONTS

TABLE X
QUANTITATIVE EVALUATION OF KA-TT AND MSF-TT

ON Lena, Beads, AND Football

see that MSF increases computational cost and storage cost
for TT decomposition compared with KA. Here, we compare
the results of KA-TT and MSF-TT. Lena, Beads, and Football
with SR = 10% are selected for this discussion. However, we
can see that although MSF-TT needs high calculation time, the
recovered results by MSF-TT have significant improvements
compared with those of KA from Table X.

Convergence Analysis: Here, we further analyze the conver-
gence of the solving algorithm. Fig. 10 displays RelCha (31)
values curves of MSF-TT2 for Baboon and Beads with SR =
10%. We can see that the RelCha values quickly converge to
zero, which numerically validates Theorem 1.

V. CONCLUSION

In this article, to improve the image recovery and help
the subsequent image application, we suggested a novel MSF
tensorization by extracting the MSFs of multidimensional
images. The resulting MSF tensor is high dimensions and
has the low-rank structure, which can be better exploited
by the TT decomposition. Thus, by the resulting MSF ten-
sor, we proposed convex MSF-TT and nonconvex MSF-TT,

Fig. 10. RelCha values curves with respect to iterations for Baboon and
Beads with SR = 10%.

which can conjointly recover images on the feature level and
obtain the feature tensor for subsequent image applications.
Then, we developed the ADMM and PAM to solve corre-
sponding models. Moreover, we established the theoretical
guarantee of convergence for the PAM algorithm. To ver-
ify the effectiveness of the proposed methods, we conducted
comprehensive real-data experiments on image recovery and
recognition. Examples of real-world imaging data shown that
the proposed methods outperformed many compared methods
on recovery performance and the recovered feature tensor can
help image recognition. In summary, the proposed methods
not only improved the recovery quality but also benefited the
subsequent image application.

APPENDIX

For the proof of Theorem 1, the following conditions are
required [63].

1) f (E, Z,X ) is a proper lower semicontinuous function.
2) f (E, Z,X ) has the K-Ł property at each {Et, Zt,X t}t∈N.
3) The bounded Et, Zt, and X t satisfy the sufficient

decrease condition and relative error condition.
Proof: The three conditions are dividedly proven as follows.
First, we show that f (E, Z,X ) is a proper lower semicontin-

uous function. It is easy to verify that the sum of the Frobenius
norm is a C1 function with locally Lipschitz continuous
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gradient. δR and δD are proper and lower semicontinuous.
Thus, f (E, Z,X ) is a proper lower semicontinuous function.

Second, we show that f (E, Z,X ) has the K-Ł property at
each {Et, Zt,X t}t∈N by proving that f (E, Z,X ) is a semial-
gebraic function. Since the low-rank matrices set is semial-
gebraic, the subsets R is semialgebraic. Indicator functions
of semialgebraic sets are semialgebraic functions [64]. δD

and the Frobenius norm are semialgebraic functions. Thus,
f (E, Z,X ) is a semialgebraic function. Since the semialge-
braic real-valued function is the K-Ł function [64], f (E, Z,X )

has the K-Ł property at each {Et, Zt,X t}t∈N.
Third, we show that the bounded Et, Zt, and X t satisfy the

sufficient decrease condition and relative error condition.
Lemma 1 (Sufficient Decrease): Assume that f (E, Z,X ) is

a C1 function with locally Lipschitz continuous gradient and
ρ > 0. Let {Et, Zt,X t}t∈N is generated by Algorithm 2. Then

f
(

Et+1, Zt,X t
)

+ ρ

2

∥∥∥Et+1 − Et
∥∥∥

2

F
≤ f

(
Et, Zt,X t)

f
(

Et+1, Zt+1,X t
)

+ ρ

2

∥∥∥Zt+1 − Zt
∥∥∥

2

F
≤ f

(
Et+1, Zt,X t

)

f
(

Et+1, Zt+1,X t+1
)

+ ρ

2

∥∥∥X t+1 − X t
∥∥∥

2

F

≤ f
(

Et+1, Zt+1,X t
)
. (32)

Proof of Lemma 1: When Et+1, Zt+1, and X t+1 are optimal
solutions of M1, M2, and M3, δR(E) = 0, δR(Z) = 0, and
δD(X ) = 0. By the definition of M1, M2, and M3, we clearly
have that

f
(

Et+1, Zt,X t
)

+ ρ

2

∥∥∥Et+1 − Et
∥∥∥

2

F

= M1

(
Et+1|Et

)
≤ M1

(
Et|Et) = f

(
Et, Zt,X t)

f
(

Et+1, Zt+1,X t
)

+ ρ

2

∥∥∥Zt+1 − Zt
∥∥∥

2

F

= M2

(
Zt+1|Zt

)
≤ M2

(
Zt|Zt) = f

(
Et+1, Zt,X t

)

f
(

Et+1, Zt+1,X t+1
)

+ ρ

2

∥∥∥X t+1 − X t
∥∥∥

2

F

= M3

(
X t+1|X t

)
≤ M3

(X t|X t)

= f
(

Et+1, Zt+1,X t
)
. (33)

The proof of the sufficient decrease condition is completed.
Lemma 2 (Relative Error): Let {Et, Zt,X t}t∈N is bounded

and generated by Algorithm 2, ∇Q is Lipschitz continuous,
and ρ > 0. Then, there exist Vt+1

1 , Vt+1
2 , and Vt+1

3 , which
satisfy
∥∥∥Vt+1

1 + ∇EQ
(

Et+1, Zt,X t
)∥∥∥

2

F
≤ ρ2

∥∥∥Et+1 − Et
∥∥∥

2

F∥∥∥Vt+1
2 + ∇ZQ

(
Et+1, Zt+1,X t

)∥∥∥
2

F
≤ ρ2

∥∥∥Zt+1 − Zt
∥∥∥

2

F∥∥∥Vt+1
3 + ∇X Q

(
Et+1, Zt+1,X t+1

)∥∥∥
2

F
≤ ρ2

∥∥∥X t+1 − X t
∥∥∥

2

F
(34)

where Vt+1
1 ∈ ∂δR(E), Vt+1

2 ∈ ∂δR(Z), and Vt+1
3 ∈ ∂δD(X ).

Proof of Lemma 2: Q is Lipschitz continuous on any
bounded set, and Et+1, Zt+1, and X t+1 are optimal solutions

of M1, M2, and M3. Thus, there exists ρ > 0 such that for
each subproblem of Ek and Zk

0 ∈ ∂δR(Ek) − αk

(
EkZt

k − Xt
W[k]

)
ZtT

k + ρ
(
Ek − Et

k

)

0 ∈ ∂δR(Zk) − αkEt+1T
(

Et+1
k Zk − Xt

W[k]

)
+ ρ

(
Zk − Zt

k

)
.

(35)

The multidimensional framelet transform and the Frobenius
norm are linear. Thus

0 ∈ ∂δD(X ) + ∇QX + ρ
(X − X t). (36)

Then, we define that

Vt+1
1k = αk

(
Et+1

k Zt
k − Xt

W[k]

)
ZtT

k

− ρ
(

Et+1
k − Et

k

)
∈ ∂δR(Ek)

Vt+1
2k = αkEt+1T

(
Et+1

k Zt+1
k − Xt

W[k]

)

− ρ
(

Zt+1
k − Zt

k

)
∈ ∂δR(Zk)

Vt+1
3 = −∇QX t+1 − ρ

(
X t+1 − X t

)
∈ ∂δD(X ). (37)

It can be seen that
∥∥∥Vt+1

1 + ∇Et+1Q
∥∥∥

2

F
≤ ρ2

∥∥∥Et+1 − Et
∥∥∥

2

F∥∥∥Vt+1
2 + ∇Zt+1Q

∥∥∥
2

F
≤ ρ2

∥∥∥Zt+1 − Zt
∥∥∥

2

F∥∥∥Vt+1
3 + ∇X t+1Q

∥∥∥
2

F
≤ ρ2

∥∥∥X t+1 − X t
∥∥∥

2

F
.

The proof of the relative error condition is completed. Thus,
the bounded Et, Zt, and X t satisfy the sufficient decrease
condition and relative error condition.

In summary, the bounded sequence {Et, Zt,X t} converges
to a critical point of f (E, Z,X ).
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