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CoNoT: Coupled Nonlinear Transform-Based
Low-Rank Tensor Representation for
Multidimensional Image Completion

Jian-Li Wang , Ting-Zhu Huang , Xi-Le Zhao , Yi-Si Luo , and Tai-Xiang Jiang

Abstract— Recently, the transform-based tensor nuclear
norm (TNN) methods have shown promising performance and
drawn increasing attention in tensor completion (TC) problems.
The main idea of these methods is to exploit the low-rank
structure of frontal slices of the tensor under the transform.
However, the transforms in TNN methods usually treat all modes
equally and do not consider the different traits of different modes
(i.e., spatial and spectral/temporal modes). To address this prob-
lem, we suggest a new low-rank tensor representation based on
the coupled nonlinear transform (called CoNoT) for a better low-
rank approximation. Concretely, spatial and spectral/temporal
transforms in the CoNoT, respectively, exploit the different
traits of different modes and are coupled together to boost the
implicit low-rank structure. Here, we use the convolutional neural
network (CNN) as the CoNoT, which can be learned solely from
an observed multidimensional image in an unsupervised manner.
Based on this low-rank tensor representation, we build a new
multidimensional image completion model. Moreover, we also
propose an enhanced version (called Ms-CoNoT) to further
exploit the spatial multiscale nature of real-world data. Extensive
experiments on real-world data substantiate the superiority of
the proposed models against many state-of-the-art methods both
qualitatively and quantitatively.

Index Terms— Coupled nonlinear transform (CoNoT), low-
rank tensor representation, tensor completion (TC), tensor
nuclear norm (TNN).

I. INTRODUCTION

BECAUSE of the flexible way of representing multidi-
mensional images, tensor has drawn great interests in
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different fields, such as image denoising [1], video snapshot
compressive imaging [2], hyperspectral image (HSI) restora-
tion [3], [4], [5], and background model initialization [6], [7],
[8], [9]. Unfortunately, the observed tensor is often incomplete
due to the limitation of hardware, which severely hinders the
subsequent tensor processing tasks, including but not limited
to face recognition [10] and HSI classification [11]. Tensor
completion (TC) aims to infer the missing information from
its partial observation [12], [13], [14], which is a fundamental
and valuable research topic. Generally speaking, without any
assumptions, this is a classical ill-posed inverse problem. For
solving it, the prior, which is also called regularization, needs
to be adopted to constraint the solution space [15], [16], [17],
[18], [19]. Good priors can yield the pleasing results.

Over the past several decades, the low-rank prior has proven
to be an effective regularizer for constraining the solution
space, based on the fact that multidimensional data admits
many repetitive or redundant structures, i.e., it lives in a low-
dimensional subspace. Thus, recovering a potential data from
its partial observation usually can be modeled as the following
low-rank TC (LRTC) problem:

arg min
X

rank(X ) s.t. P�(X ) = P�(O)

where X is the underlying tensor, O is the observed tensor, �
is the index set that corresponds to the observed entries, and
P�(·) is the projection operator that remains the elements of ·
in �, while other elements are filled with zeros. Unfortunately,
the definition of tensor rank remains largely unexplored unlike
the matrix case [20], [21]. So far, the research on tensor
rank can be roughly divided into five mainstream works:
CANDECOMP/PARAFAC rank [22], Tucker rank [23], [24],
[25], [26], [27], tubal rank [28], [29], [30], tensor train rank
[31], [32], and tensor ring rank [33], [34], [35], [36], [37],
all of which provide a high-dimensional extension of the
definition of matrix rank from a certain perspective.

Recently, the tubal rank-based methods, which are induced
from the tensor singular value decomposition (t-SVD) [38],
have shown promising performance and drawn increasing
interests in TC problems [30]. The t-SVD was originally pro-
posed by Braman [38], which is a direct third-order extension
of the matrix singular value decomposition and decomposes
a third-order tensor into two orthogonal tensors and one
f -diagonal tensor based on a predefined tensor–tensor product
(t-prod) [39]. The tubal rank of a tensor is defined as the
number of nonzero tubes of the f -diagonal tensor in t-SVD
manner. Since directly minimizing the tubal rank is a NP-hard
problem, Zhang and Aeron [40] turned to minimize its convex
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relaxation, i.e., tensor nuclear norm (TNN), and built the
corresponding TC model as follows:

arg min
X

�X�TNN s.t. P�(X ) = P�(O)

where X ∈ R
n1×n2×n3 , �X�TNN = �n3

i=1 �X̄ (i)�∗, X̄ (i) is the
i th frontal slice of X̄ , X̄ is the result of performing a 1-D
fast discrete Fourier transform (DFT) on X along its third
mode (i.e., all the tubes of X ), which can be implemented
by the MATLAB command fft, i.e., X̄ = fft(X , [], 3), and
�·�∗ denotes the matrix nuclear norm (the sum of the singular
values of the matrix). Due to the less effectiveness of the
matrix norm in approximating the matrix rank, some noncon-
vex functions [41], [42] have been studied to better promote
the low rankness, such as the logarithmic sum function [42].

It is worth noting that the main idea of TNN is to perform
a 1-D fast DFT along the third mode of the third-order tensor
and then minimize the nuclear norm of each frontal slice
of the transformed tensor. In the literature, some researchers
considered and studied other transforms to replace the DFT, for
instance, the discrete cosine transform (DCT) [43], the unitary
transform [44], [45], the invertible transform [39], [46], the
framelet transform [47], the data-driven transform [48], [49],
and the nonlinear transform [50]. These transform-based TNN
methods for TC can be formulated as a unified model, i.e.,

arg min
X

n4�
i=1

�L(X )(i)�∗ s.t. P�(X ) = P�(O)

where L(X ) is obtained by applying the transform L :
R

1×1×n3 → R
1×1×n4 to each tube of X . If the transform is

linear, L(X ) can be formulated as a mode-3 tensor-matrix
product, i.e., L(X ) = X ×3 L = Fold3(LUnfold3(X )),
where L ∈ R

n4×n3 is the arbitrary matrix related to the linear
transform L, and the definitions of Fold, Unfold are shown
in Definition 1.

However, the above-mentioned methods usually consider
the transform (correlation) of the one mode (i.e., spec-
tral/temporal mode) and ignore the different traits of different
modes (i.e., spatial and spectral/temporal modes). To address
this problem, we suggest a new coupled nonlinear transform
(CoNoT)-based low-rank tensor representation, in which spa-
tial and spectral/temporal transforms in the CoNoT, respec-
tively, exploit the different traits of different modes and are
coupled together to boost the implicit low-rank structure,
i.e., being not directly low rank in the original domain but
low rank in the transformed domain with well-chosen trans-
formation. Concretely, the proposed transform herein shares
a similar topology structure with the popular convolutional
neural network (CNN) with a nonlinear activation function,
which can be learned solely from an observed multidimen-
sional image in an unsupervised manner. The advantages of
the proposed CoNoT are twofolds: 1) it admits a powerful
expressive ability to exploit the implicit low-rank structure of
spatial and spectral/temporal modes of the real-world data in
a unified framework compared with previous transform-based
TNN methods, which leads to a better low-rank approximation
as by-product and 2) we consider the classical TNN frame-
work, which enjoys an interpretable nature compared with
deep learning (DL)-based methods [51], [52], [53], [54], [55].

Fig. 1. Visualization of false-color restoration results (R:31, G:15, and B:5)
by different methods on MSIs Toy (top) and Flowers (bottom) with SR = 2%.

Furthermore, we propose an enhanced version (called Ms-
CoNoT) to fully exploit the spatial multiscale nature of real-
world data, which enjoys a similar topology structure with the
well-known U-Net [56], [57], [58].

Our contributions are summarized as follows.
1) We propose a CoNoT-based low-rank tensor representa-

tion, in which spatial and spectral/temporal transforms
are coupled together to boost the implicit low-rank
structure, leading to a better low-rank approximation as
by-product. To fully exploit the spatial multiscale nature
of real-world data, we further propose an enhanced
version (called Ms-CoNoT).

2) We formulate two novel multidimensional image com-
pletion models based on the proposed CoNoT and
Ms-CoNoT. To tackle them, we develop an effective gra-
dient descent algorithm, which is specifically designed
for optimizing deep neural networks.

3) Extensive experiments on real-world data substantiate
the superiority of the proposed models against many
state-of-the-art methods both qualitatively and quantita-
tively, especially in low sampling rates (SRs); see Fig. 1.

This article is organized as follows. Section II briefly
reviews some related works. Section III gives the basic pre-
liminaries about tensors. Section IV introduces the proposed
CoNoT and Ms-CoNoT in detail for TC. Section V reports
the experimental results and gives some discussions to demon-
strate the effectiveness of the proposed models. Finally, this
article is concluded in Section VI.

II. RELATED WORK

In the literature, there were many transform-based TNN
methods for LRTC. For instance, Madathil and George [43]
used the real-valued DCT instead of DFT in TNN. The
motivation is that the reflection boundary condition in DCT
has advantages in preserving the head and tail frontal slices,
and the real-valued operation replaces the complex operation
in DFT, which greatly saves the computational cost. Fur-
thermore, Song et al. [44] and Ng et al. [45] introduced the
unitary transform in t-SVD to obtain a better low tubal-rank
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approximation and proved that a tensor can be recovered
accurately with overwhelming probability if its tubal rank
is small enough, and its corrupted entries are fairly sparse.
More generally, Lu et al. [39] and Kernfeld et al. [46] extend
the so-called transform to any invertible linear transform in
t-prod. Jiang et al. [47] broke the limitations of the invertibil-
ity and introduced the framelet transform. Some data-driven
transforms were also proposed in [48] and [49]. Recently,
Luo et al. [50] introduced the nonlinear transform into TNN,
in which the nonlinear transform is implemented by a nonlin-
ear multilayer neural network, which can be learned by using
the observed tensor in a self-supervised manner. However,
these methods only consider the transform of the one mode
(i.e., spectral/temporal mode) and neglect the different traits of
different modes. In contrast, we consider the transforms (cor-
relations) of all modes (i.e., spatial and spectral modes) in a
unified framework, which can exploit the different traits of
different modes to boost the implicit low-rank structure.

Recently, the DL-based completion methods have been
rapidly developed and can be divided into two groups,
i.e., supervised DL-based methods and unsupervised DL-based
methods. The supervised DL-based methods [52], [53] learn
deep image priors (DIPs) from a large number of exam-
ple images. Most of these methods are designed for par-
ticular tasks, e.g., inpainting (the tube-wise sampling) [52],
[53], and their performance is essentially dependent upon
the diversity and volume of training datasets. Therefore, the
lack of generalization abilities hinders their direct applica-
tion to the general TC problem for diverse samplings and
data. To address this challenge, some unsupervised DL-based
methods have been coming up like mushrooms these years.
Ulyanov et al. [57] proposed an unsupervised image restora-
tion framework, namely, DIP. The work in [57] showed that the
proper neural network architectures, without any training sam-
ples, can “encode” the DIPs. Moreover, Sidorov and Yngve
Hardeberg [59] extended the DIP idea to HSI processing
(e.g., denoising, inpainting, and super-resolution). However,
the DIP-based methods relatively lack interpretations.

In our work, we consider the classical TNN framework.
The transform is a key module in the TNN to exploit the
interactions of frontal slices. We employ the CoNoT to help
obtain a better low-rank representation, which can boost the
recovery performance. Meanwhile, this transform is learned
by solely using the observed data in an unsupervised manner,
which is suitable for diverse data and samplings in the general
TC problem.

III. PRELIMINARIES

In this section, we provide some required definitions fol-
lowing [39], [60], and [61]. Meanwhile, some basic notations
used throughout this article are given in Table I.

Definition 1 (Mode-k Unfolding [61]): For an Nth-order
tensor X ∈ R

n1×n2,...,×nN , its mode-k unfolding X(k) is an nk

× �
i �=k ni matrix, which satisfies that X(k)(ik, j) is mapped

by X (i1, i2, . . . , iN ), where j = 1 + �N
s=1,s �=k(is − 1)Js

with Js = �s−1
m=1,m �=k nm . The corresponding operator and

inverse operator are denoted as X(k) = Unfoldk(X ) and
X = Foldk(X(k)), respectively.

Definition 2 (Mode-k Tensor-Matrix Product [61]): The
mode-k tensor-matrix product of an Nth-order tensor

TABLE I

NOTATIONS

X ∈ R
n1×n2,...,×nN and a matrix A ∈ R

J×nk is an n1 × · · · ×
nk−1 ×J×nk+1 ×· · ·×nN tensor, which is denoted by X ×k A
and satisfied

(X ×k A)i1,...,ik−1, j,ik+1,...,iN =
nk�

ik=1

xi1,i2,...,iN · a j,ik .

Definition 3 (TNN [39]): Let L : R
1×1×n3 → R

1×1×n4 be
any linear transform. Given X ∈ R

n1×n2×n3 , the TNN of X is
defined as follows:

�X�TNN =
n4�

i=1

�L(X )(i)�∗.

IV. PROPOSED CONOT FOR LRTC

In this section, we start by introducing the architecture of the
CoNoT in Section IV-A. Based on CoNoT, we then present a
novel multidimensional image completion model and build the
corresponding algorithm to solve it in Sections IV-B and IV-C.
Section IV-D gives an illustration to verify that the proposed
CoNoT can help to obtain a better low-rank approximation.
Finally, we further propose an enhanced version to fully
exploit the spatial multiscale nature of real-world data in
Section IV-E.

A. Architecture of the CoNoT

Classical methods induced by TNN rely on a transform
along the third mode, e.g., DFT [38], DCT [43], and the
data-driven transform [49]. However, these transforms usually
are single mode and neglect the different traits of different
modes. To address this problem, we propose a CoNoT-based
low-rank tensor representation, in which spatial and spec-
tral/temporal transforms in the CoNoT, respectively, exploit
the different traits of different modes and are coupled together
to boost the implicit low-rank structure. Here, we use the CNN
with nonlinear activate function as the CoNoT (called F ),
which can be learned solely from an observed multidimen-
sional image in an unsupervised manner.
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Fig. 2. Pipeline of the proposed CoNoT for multidimensional image completion. (a) Formation process of the observed tensor (here, the SR is 5%). (b) Demo
of the single-mode transform-based TNN methods for TC. (c) Proposed CoNoT. (d) Convolutional implementation of the CoNoT.

The overall architecture of the CoNoT is presented in
Fig. 2(d), which is mainly composed of two transforms,
i.e., spatial transform (2-D spatial convolution layer + non-
linear transform layer) and temporal/spectral transform
(1-D temporal/spectral convolution layer + nonlinear trans-
form layer). Next, we will introduce them in detail.

1) Spatial Transform (2-D Spatial Convolution Layer +
Nonlinear Transform Layer): To capture spatial correlation
of the data, we first introduce the 2-D spatial convolution
layer. Taking X ∈ R

n1×n2×n3 for an example, the 2-D spatial
convolution layer is implemented by convolving each of its
frontal slice Xi with different filters of size 3 × 3 × 1 (the
number is n3) to obtain a feature map of size n1 × n2 × n3,
which can capture the local spatial correlation of the data.
In addition, we also perform a nonlinear mapping on the
transformed data to exploit the nonlinear nature of real data.
Mathematically, these two layers can be formulated as follows:

F1(X ) = σ
�
W1

1 � X1, W2
1 � X2, . . . , Wn3

1 � Xn3
�

(1)

where σ(·): R → R is the nonlinear activation function
corresponds to the nonlinear transform layer, which handles
each pixel individually, W1 denotes the set of learnable para-
meters in the 2-D spatial convolution layer and its size is 3 ×
3 × n3, and � denotes the 2-D spatial convolution operation
(zero padding = 1 and stride = 1) between the matrix and

a 3 × 3 filter. More specifically, the (i, j, k)th element of
F1(X ) is denoted as follows:

σ

⎛
⎝

j+1�
q= j−1

i+1�
p=i−1

Wk
1(p − i + 2, q − j + 2)Xk(p, q)

⎞
⎠.

In our implementation, we choose the leaky rectified linear
unit (LeakyReLU) as nonlinear activation function, and the
output of these two layers is Y of size n1 × n2 × n3. Next,
Y is treated as the input of the latter layer.

2) Temporal/Spectral Transform (1-D Temporal/Spectral
Convolution Layer + Nonlinear Transform Layer): To capture
interactions along the temporal/spectral mode, the 1-D tempo-
ral/spectral convolution layer is implemented by convolving
each tube of Y with different filters of size 1 × 1 × n3 (the
number is n4) to obtain a feature map of size n1 × n2 ×
n4, which can capture the global temporal/spectral correlation
of the data. Similar to the previous one, we also add a
nonlinear transform layer after the above convolution layer.
Mathematically, this process can be written in the form of a
tensor-matrix product, i.e.,

F2(Y) = σ(Y ×3 W2) = σ(Fold3(W2Unfold3(Y))) (2)

where W2 denotes the set of learnable parameters in the
temporal/spectral convolution layer, and its size is n4 × n3

This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination. 

Authorized licensed use limited to: Tsinghua University. Downloaded on January 18,2023 at 03:22:25 UTC from IEEE Xplore.  Restrictions apply. 



WANG et al.: CoNoT: COUPLED NONLINEAR TRANSFORM-BASED LOW-RANK TENSOR REPRESENTATION 5

(n4 is the number of filters of the temporal/spectral layer), and
the output of these two layers is Z of size n1 × n2 × n4. Here,
a larger n4 usually can bring redundancy of the transform to
obtain a better low-rank representation [47].

By combining (1) and (2) cleverly, the CoNoT is expressed
as follows:

F(X ) = F2(F1(X )). (3)

Similar to TNN family methods, we view F as the forward
transform and introduce the corresponding backward trans-
form, denoted by

B(X ) = B2(B1(X )) (4)

which has a similar structure with F . For simplicity, we use
� = {W1, W2,W3, W4} to denote the learnable parameters of
F and B. Here, W1 and W2 are learnable parameters of the
convolution layers in F ; W3 and W4 are learnable parameters
of the convolution layers in B.

B. CoNoT for LRTC

We suggest a new low-rank tensor representation based
on the above transform F and the corresponding backward
transform B (called CoNoT) and formulate a novel mul-
tidimensional visual data completion model, in which the
CoNoT can be implemented by CNN with nonlinear activation
function, i.e.,

arg min
�,X

λ

n4�
i=1

�F(X )(i)�∗ + 1

N
�P�(B(F(X )) − O)�2

F (5)

where λ controls the strength of low rankness, N = n1n2n3,
O ∈ R

n1×n2×n3 is the observed tensor, and X ∈ R
n1×n2×n3

is the estimated tensor initialized by a single linear inter-
polation strategy [62], which is optimized along with the
transform parameters �. F : R

n1×n2×n3 → R
n1×n2×n4 and

B : R
n1×n2×n4 → R

n1×n2×n3 are the CoNoT and the cor-
responding backward transform defined by (3)–(4). � =
{W1, W2,W3, W4} is the learnable parameters of F and B.
Our model only utilizes the observed data O without additional
training data. Thus, the parameters of the CoNoTs F and B
are inferred in an unsupervised manner.

After obtaining the optimal F and B by solving problem (5),
it is expected to obtain the desired tensor via the learned
transforms F and B. Since we need to ensure that the elements
in � are equal to the observed tensor, the underlying tensor
is given by

P�(O) + P�C (B(F(X )))

where �C is the complementary set of �.
Remark: We discuss the connection between the pro-

posed work and the previous TNN-based methods. The
transform-based TNN family methods can be roughly grouped
into two categories: single-mode transform-based and all-
mode transform-based methods. It is worth mentioning that
most of the previous methods are single-mode transform-
based methods, which only consider the transform of the
one mode (i.e., spectral/temporal mode) of the data, such as
DFT [38], DCT [43], the unitary transform [44], [45], the
invertible linear transform [39], [46], the noninvertible linear
transform [47], [48], [49], and the nonlinear transform [50].

Fig. 3. AccEgy with respect to the percentage of singular values of the
transformed frontal slices by using different transforms on MSI Feathers (left)
and video Foreman (right).

Only [63] considers the transforms (correlations) of all modes
(i.e., spatial and spectral modes) in a unified framework,
in which the framelet transform is used to characterize the
multiscale nature of data in spatial domain. On the contrary,
the proposed CoNoT is not only an all-mode transform-based
method, which can characterize the correlation of different
modes in a unified framework, but also adaptively learns the
corresponding transform from the data itself in an unsuper-
vised manner, so that it can be more flexibly applied to various
types of data.

C. Gradient Descent-Based Algorithm

The highly nonlinear structures of our optimization prob-
lem (5) prevent us from using general optimization algorithms
designed for traditional models, e.g., half quadratic splitting
(HQS) [64] and alternating direction method of multipliers
(ADMM) [63]; we develop the gradient descent optimization
to solve (5). Note that our algorithm is easy to implement
and simple, which is specifically designed for optimizing deep
neural networks.

For convenience, we rewrite the loss function as follows:

L = λL1 + 1

N
L2

where L1 = �
i �F(X )(i)�∗ is the regularization term, and

L2 = �P�(B(F(X )) − O)�2
F is the fidelity term.

We first introduce the subgradient of the matrix nuclear
norm [65] used for the gradient descent-based algorithm.

Definition 4 (Subgradient of the Matrix Nuclear Norm
[65]): For a matrix X, the subgradient of its nuclear norm
is

∂�X�∗
∂X

= �
Ûr V̂

�
r + W|UT W = 0, WV = 0, �W��1 ≤ 1

�

where X = USV� is the matrix singular value decomposition,
Ûr , V̂r are the first r columns of U, V, and r is the number of
nonzero elements in S.

In our algorithm, we use

Ûr V̂
�
r ∈ ∂�X�∗

∂X
(6)

as the subgradient of the nuclear norm of the matrix X by
setting W be a zero matrix. Now, we begin to establish our
algorithm.
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Fig. 4. Network architecture of the proposed Ms-CoNoT used in this article.

First, the gradient of L1 on the (u, v,w)th entry of W1 is
expressed as follows:

∂L1

∂(W1)u,v,w

=
�

i

∂�L(X )(i)�∗
∂(W1)u,v,w

=
�

i

�
s,t

∂�L(X )(i)�∗
∂
�
(L(X ))(i)

�
st

∂
�
(L(X ))(i)

�
st

∂(W1)u,v,w

. (7)

By combining (6) and (7) cleverly, the gradient of L1 on
the (u, v,w)th entry of W1 is rewritten as follows:

�
i

�
s,t


Ûr V̂

�
r

�
st

∂
�
(L(X ))(i)

�
st

∂(W1)u,v,w

∈ ∂L1

∂(W1)u,v,w

. (8)

Similarly, the gradients of L1 on the (u, v)th entry of W2

and (u, v,w)th entry of X are
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

�
i

�
s,t


Ûr V̂

�
r

�
st

∂
�
(L(X ))(i)

�
st

∂(W2)u,v

∈ ∂L1

∂(W2)u,v

�
i

�
s,t


Ûr V̂

�
r

�
st

∂
�
(L(X ))(i)

�
st

∂(X )u,v,w

∈ ∂L1

∂(X )u,v,w

.

(9)

Second, the gradients of L2 on W3, W4, and X are as
follows:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩

∂L2

∂(W3)u,v,w

= 2
�
l,s,t

∂L2

∂
�B(F(X )))l,s,t

∂(B(F(X )))l,s,t

∂(W3)u,v,w

∂L2

∂(W4)u,v

= 2
�
l,s,t

∂L2

∂
�B(F(X )))l,s,t

∂(B(F(X )))l,s,t

∂(W4)u,v

∂L2

∂(X )u,v,w

= 2
�
l,s,t

∂L2

∂
�B(F(X )))l,s,t

∂(B(F(X )))l,s,t

∂(X )u,v,w

.

(10)

By combining (8)–(10), model (5) can be easily solved by
the gradient descent-based algorithm. In this work, we adopt
the adaptive moment estimation (ADAM) algorithm. In sum-
mary, the computational complexity of using the ADAM

optimizer to solve the proposed CoNoT is K 2n1n2n3 +
K 2n1n2n4+2n1n2n3n4 on a tensor of size n1 × n2 × n3, where
K is the size of the convolutional kernel. Since model (5) is
nonconvex, the initialization of � and X is important. Here,
we use the default normal distribution in PyTorch1 to initialize
the transform parameters and generate the initialization tensor
X0 by a single linear interpolation strategy, which can be found
in [62].

D. Enhanced Low-Rank Representation

The proposed CoNoT provides a better tensor low
tubal-rank approximation as by-product compared with other
transform-based TNN methods. We define the accumula-
tion energy ratio (AccEgy) of top k singular values as�k

i=1 σ 2
i /

�
j σ 2

j , where σi is the i th singular value. From
Fig. 3, we can observe that, after the CoNoT, the energy of
singular values of the transformed tensor is more concentrated
compared with TNN, which means it can get a more compact
representation. More specifically, as indicated by the auxiliary
dashed lines, the proportion of singular values required for the
data guided by the CoNoT is smaller than that of TNN when
the data can occupy 99.5% of the entire energy, i.e., the data
have a better tensor low tubal-rank approximation and more
flexible expression ability, which is also a major contribution
and motivation of the proposed CoNoT.

E. Enhanced Version: Ms-CoNoT

Motivated by the fact that the real-world data have spatial
multiscale nature, we propose an enhanced version with a
U-Net structure (called Ms-CoNoT), which is derived from
CoNoT, to further improve the capacity. As shown in Fig. 4,
we plug-and-play the CoNoT module in a U-Net architecture
to form our Ms-CoNoT.

The detailed network structure for Ms-CoNoT is shown in
Fig. 4. Specifically, the proposed Ms-CoNoT network includes

1https://pytorch.org/docs/stable/nn.init.html
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TABLE II

HYPERPARAMETER VALUES OF THE PROPOSED MS-CONOT

five downsampling blocks D[i ], five upsampling blocks U [i ],
and five skip-connection blocks S[i ] (i = 1, 2, 3, 4, 5). Here,
nd [i ], nu[i ], and ns[i ] (i = 1, 2, 3, 4, 5) denote the number of
filters in the convolutional layer for the downsampling block
D[i ], upsampling block U [i ], and the skip-connection block
S[i ], respectively; kd[i ], ku[i ], and ks[i ] (i = 1, 2, 3, 4, 5)
denote the corresponding sizes of the convolutional kernels.
Moreover, we use max pooling as the downsampling operator
and nearest upsampling as the upsampling operator. All hyper-
parameter values of the proposed Ms-CoNoT are provided in
Table II for reproducibility.

V. EXPERIMENTAL RESULTS

We evaluate the effectiveness of the proposed CoNoT
and Ms-CoNoT on diverse datasets and compare them with
four state-of-the-art TC methods. First, some experimental
settings are given in Section V-A. Then, we evaluate the
performance of the proposed methods on diverse datasets,
including multispectral images (MSIs), video dataset, and
multitemporal remote sensing images in Sections V-B–V-D.
Finally, Section V-E presents some necessary discussions
about the proposed methods.

A. Experimental Settings

1) Preprocessing: We use three classical datasets to test the
performance of the proposed methods, including Columbia
multispectral database (CAVE)2 dataset, video dataset,3,
and multitemporal remote sensing images Morocco.4 For
MSIs and video dataset, we test all methods for dif-
ferent SRs: 5%, 10%, 15%, 20%, and 25%. For multi-
temporal remote sensing images, we test all methods for
a classical cloud/shadow removal application. Before the
experiment, the pixel values of all datasets are normal-
ized to [0, 1] band-by-band. All experiments are carried on
the platform of Windows 10 with one Intel(R) Core(TM)
i9-9900K CPU and NVIDIA RTX 2080Ti GPU with 32-GB
RAM. Our methods are implemented on PyTorch 1.6.0 with
CPU and GPU calculation. All the compared methods are
implemented on MATLAB R2018b with CPU calculation.

2http://www.cs.columbia.edu/CAVE/databases/multispectral
3http://trace.eas.asu.edu/yuv/
4https://theia.cnes.fr/atdistrib/rocket/home

2) Baselines: To validate the performance of the proposed
CoNoT and Ms-CoNoT, we compare them with four recent
and state-of-the-art TC methods, including TRLRF [66], DCT-
TNN [39], DTNN [49], and CT-LRTC [63]. The first one
is a tensor network-based method, the second is a prede-
fined transform-based TNN method, the third is a data-driven
transform-based TNN method, and the fourth is a coupled
linear transform-based TNN method. The codes of comparison
methods are provided by the authors or downloaded from their
homepages.

3) Parameter Setting: There is only one regularization para-
meter λ in (5) that needs to be manually set, which controls
the strength of low rankness. We empirically select it from
the candidate set {0.2 × 10−p} (p = 4, 5, 6, 7, 8) to ensure
that our methods have relatively good performance in different
data. For CoNoT and Ms-CoNoT, the learning rates are set
to 0.001 and 0.01, respectively. We set n4 = 4n3 in all our
experiments. To achieve the optimal performance of the com-
parison methods, all relevant parameters are manually adjusted
by default or follow the rules in the authors’ suggestions.

4) Evaluation Indices: For the MSIs dataset, we con-
sider three numerical metrics to evaluate the reconstructed
results of all methods, including the peak signal-to-noise ratio
(PSNR) [67], the structural similarity (SSIM) [67], and the
spectral angle mapper (SAM) [68]. The higher the PSNR
value, the higher the SSIM value, and the lower the SAM value
indicate better performance. For the video dataset, PSNR,
SSIM, and the universal image quality index (UIQI) [69] are
used to evaluate the performance of the different methods.
Similar to PSNR and SSIM, a higher UIQI value indicates
better results.

B. MSIs Dataset

In this section, we compare the proposed methods with other
TC methods on the CAVE dataset to verify their effectiveness.
The CAVE dataset contains 32 MSIs data and the original
data of size 512 × 512 × 31 with very complex structure and
texture information, and we resize them to 256 × 256 × 31 in
our experiments.

Fig. 5 shows the PSNR values of the recovered results
by different methods on the CAVE dataset with SR = 10%.
We can see that the proposed methods (red columns) achieve
the highest and second-highest values in all data, which
validates the superior performance of the proposed meth-
ods. In what follows, we only show the numerical and
visual results for four different scenarios (Watercolors, Toy,
Peppers, and Feathers) in the CAVE dataset due to page
limitations.

Table III reports the quantitative assessment results of
different methods for the CAVE dataset under different SRs.
The best and the second-best results for each quality index are
highlighted by boldface and underline, respectively. In general,
Ms-CoNoT and CoNoT produce the best and the second-best
qualitative results at all SRs, respectively, which illustrates
the advantage of the proposed methods in MSIs completion.
TRLRF and CT-LRTC perform well when SR is low, while
the DTNN performs well as SRs arise. The quantitative
evaluation results of DTNN are better than DCTTNN, because
the transform in DTNN is learned from data that has better and
more flexible expression ability than predefined transforms.
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Fig. 5. PSNR values of the recovered results by different methods on the CAVE dataset with SR = 10%.

TABLE III

QUANTITATIVE ASSESSMENT RESULTS OF DIFFERENT METHODS FOR THE CAVE DATASET UNDER DIFFERENT SRS. THE BEST AND THE SECOND-BEST

RESULTS FOR EACH QUALITY INDEX ARE HIGHLIGHTED BY BOLDFACE AND UNDERLINE, RESPECTIVELY

Compared with the DTNN, in the proposed CoNoT, spatial
and spectral/temporal transforms in the CoNoT, respectively,

exploit the different traits of different modes and are cou-
pled together to boost the implicit low-rank structure. As a
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Fig. 6. Visualization of false-color restoration results (R:31, G:15, and B:5) by different methods on the CAVE dataset with SR = 5%. From top to bottom:
Watercolors, Toy, Peppers, and Feathers. For better visualization, two demarcated areas (red and green rectangles) are magnified under each image.

result, the improvement of CoNoT compared with DTNN
demonstrates the contribution of the CoNoT, which is a major
contribution of the proposed CoNoT. For all SRs, the proposed
Ms-CoNoT obtains the best quantitative evaluation results.
Specifically, Ms-CoNoT is 2–3 dB higher than the second
best (the proposed CoNoT) and 5–6 dB higher than the third
best (CT-LRTC) in PSNR values on average, respectively.
We attribute this to the fact that the U-Net structure can utilize
the multiscale information of the data to better express the
data.

Fig. 6 shows the false-color restoration results by different
methods on the CAVE dataset with SR = 5%. For better
visualization, two local areas are chosen and enlarged under
each image. From Fig. 6, we can see that the result of
DCTTNN contains some spatial blurring effects, and the
color looks unnatural on Toy clothes and Watercolor trees.
The DTNN and TRLRF have a better performance than
DCTTNN visually; however, some blurring effects still exist,
especially in the enlarged areas. The results of CT-LRTC
have many spatial edges or textures in CAVE dataset com-
pared with DTNN and TRLRF, but spectral differences can
be found. On the contrary, CoNoT behaves well in spatial
details, and the colors look more natural compared with
the comparison methods. In addition, the spatial details
and textures of Ms-CoNoT are clearer. The visual results
again validate the superior performance of the proposed
methods.

C. Video Dataset

In this section, we select three different video data to further
verify the effectiveness of the proposed methods, i.e., Akiyo,
Carphone, and Foreman. All data are of size 144 × 176 × 100.

Quantitative assessment results of different methods for
video dataset under different SRs are given in Table IV.
We can observe that the proposed Ms-CoNoT and CoNoT
achieve the best and the second-best results in most cases,
respectively. Fig. 7 shows the PSNR values of each frame
obtained by different methods under different SRs. From
Fig. 7, one can see that the proposed methods, respectively,
obtain the highest and second-highest PSNR values in almost
all frames.

Fig. 8 shows the restoration results of different methods
on video dataset with SR = 10%. For better visualization,
two local areas are chosen and enlarged under each image.
From Fig. 8, we can see that the result of DCTTNN contains
some spatial blurring effects. DTNN and TRLRF have a
better performance than DCTTNN visually; however, some
blurring effects still exist. On the contrary, CoNoT behaves
well in spatial details compared with the compared methods.
In addition, the spatial details and textures of Ms-CoNoT are
clearer.

D. Multitemporal Remote Sensing Images

In this section, we test all methods for a classical
cloud/shadow removal application. The testing data are taken
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TABLE IV

QUANTITATIVE ASSESSMENT RESULTS OF DIFFERENT METHODS FOR VIDEO DATASET UNDER DIFFERENT SRS. THE BEST AND THE SECOND-BEST
RESULTS FOR EACH QUALITY INDEX ARE HIGHLIGHTED BY BOLDFACE AND UNDERLINE, RESPECTIVELY

Fig. 7. PSNR values of each frames obtained by different methods under different SRs.

over Morocco, Africa, by Sentinel-2, which includes six differ-
ent temporal data of size 400 × 400 × 4 in our experiments.
To simulate the real scene, we assume that all bands at the
same time node are covered by the same type of clouds, and
different time nodes are covered by different types of clouds.

Table V reports the quantitative assessment results of dif-
ferent methods on cloud/shadow removal application. The
proposed methods, respectively, achieve the highest and

second-highest PSNR, SSIM, and SAM values. Fig. 9 shows
the false-color restoration results by different methods at two
time nodes. For better visualization, one demarcated area (red
rectangle) and the corresponding error (green rectangle) are
magnified under each image. From Fig. 9, we can see that the
result of TRLRF contains some spatial blurring effects. DTNN
has a better performance than TRLRF visually; however, some
blurring effects still exist. On the contrary, CoNoT behaves
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Fig. 8. Visualization of the restoration results by different methods on video dataset with SR = 10%. From top to bottom: the 85th frame of Akiyo, 55th frame
of Carphone, and 60th frame of Foreman, respectively. For better visualization, two demarcated areas (red and green rectangles) are magnified under each
image.

Fig. 9. Visualization of false-color restoration results (R:3, G:2, and B:1) by different methods on Morocco. From top to bottom: the results at the second-time
node and the fourth-time node. For better visualization, one demarcated area (red rectangle) and the corresponding error (green rectangle) are magnified under
each image.

well in spatial details or textures, and Ms-CoNoT’s results are
clearer.

E. Discussions

In this section, we present some necessary discussions about
the proposed CoNoT and Ms-CoNoT.

1) Effectiveness of Spatial and Temporal/Spectral Trans-
forms: The proposed CoNoT contains two transforms, which
exploits the properties of spatial and spectral/temporal modes,
respectively, and is internally connected and indeed comple-
mentary to each other. We illustrate this fact from two aspects.
First, we show the AccEgy of different methods with respect to
the percentage of singular values on MSI Feathers and video

Foreman in Fig. 10. From Fig. 10, we can see that the energy
of CoNoT is more concentrated compared with other methods,
which means it can get a more compact representation, i.e., the
data have a better tensor low tubal-rank approximation, and
CoNoT has more flexible expression ability.

Then, we show the restoration results by different methods
on MSI Feathers with SR = 5% and video Foreman with
SR = 10% in Fig. 11. The result of CoNoT wo Tec. contains
some spatial blurring effects on Foreman, and the color looks
unnatural on Feathers compared with CoNoT, which implies
the necessity of 1-D temporal/spectral convolution layer in
the spectral (i.e., color) fidelity. The result of CoNoT wo Spc.
loses some spatial details and textures compared with CoNoT,
which implies the necessity of 2-D spatial convolution layer

This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination. 

Authorized licensed use limited to: Tsinghua University. Downloaded on January 18,2023 at 03:22:25 UTC from IEEE Xplore.  Restrictions apply. 



12 IEEE TRANSACTIONS ON NEURAL NETWORKS AND LEARNING SYSTEMS

TABLE V

QUANTITATIVE ASSESSMENT RESULTS OF DIFFERENT METHODS
ON Morocco. THE BEST AND THE SECOND-BEST RESULTS

FOR EACH QUALITY INDEX ARE HIGHLIGHTED BY

BOLDFACE AND UNDERLINE, RESPECTIVELY

Fig. 10. AccEgy with respect to the percentage of singular values on MSI
Feathers (left) and video Foreman (right). Here, CoNoT wo Tec. denotes
the proposed CoNoT without 1-D temporal/spectral convolution layer and
the corresponding nonlinear transform layer; CoNoT wo Spc. denotes the
proposed CoNoT without 2-D spatial convolution layer and the corresponding
nonlinear transform layer.

Fig. 11. Visualization of the restoration results by different methods on MSI
Feathers (top) with SR = 5% and video Foreman (bottom) with SR = 10%.

in the spatial fidelity. On the contrary, CoNoT behaves well
in spatial details, and the colors look natural compared with
other methods, which once again visually shows that these two
transforms are complementary to each other and validates our
motivation.

2) Effectiveness of Nonlinearity: To verify the effective-
ness of nonlinearity in the proposed CoNoT, we conduct
the experiments to test the performance of different solvers,
including the proposed CoNoT, CoNoT with different non-
linear activation functions, and CoNoT without nonlinear
activation function. Table VI reports the quantitative assess-
ment results of different methods on MSI Balloons with

TABLE VI

QUANTITATIVE ASSESSMENT RESULTS OF DIFFERENT METHODS ON MSI
Balloons WITH SR = 10%. CONOT (LINEAR) INDICATES CONOT

WITHOUT NONLINEAR ACTIVATION FUNCTION. CONOT (·)
INDICATES CONOT WITH DIFFERENT NONLINEAR

ACTIVATION FUNCTIONS

TABLE VII

QUANTITATIVE ASSESSMENT RESULTS BY THE PROPOSED CONOT WITH

DIFFERENT n4 VALUES ON MSIS WITH SR = 10%. THE BEST
RESULTS FOR EACH QUALITY INDEX ARE

HIGHLIGHTED BY BOLDFACE

SR = 10%. From Table VI, we can observe that the methods
with nonlinear activation functions can significantly improve
performance in general. We attribute this to the powerful
modeling capabilities of nonlinearity. Furthermore, CoNoT
with LeakyReLU performs better than other nonlinear acti-
vation functions (i.e., ReLU, PReLU, ReLU6, and Sigmoid).
Therefore, we choose LeakyReLU as the activation function
in CoNoT in all our experiments.

3) Influence of n4 Value: To discuss the influence of
n4 value on the performance of the proposed CoNoT, we report
the numerical results with different n4 values in Table VII,
taking MSIs Watercolors and Feathers with SR = 10% as
examples. From Table VII, we can observe that a moderate n4

can achieve a satisfactory performance. However, the compu-
tational complexity of using the ADAM optimizer to solve the
proposed CoNoT is K 2n1n2n3 + K 2n1n2n4 + 2n1n2n3n4 on a
tensor of size n1 × n2 × n3, where K is the size of the convo-
lutional kernel. We can find that the computational complexity
increases linearly with the increase of n4. To balance the
performance of the proposed CoNoT and the computational
complexity, we set n4 = 4n3 in all our experiments.

4) Ablation Study: We replace 2-D + 1-D convolution
layers with 3-D convolution layer in the proposed CoNoT
block (named 3DCoNoT). Table VIII lists the quantitative
indexes (PSNR/SSIM/SAM) and GPU times of the proposed
CoNoT (i.e., 2-D + 1-D convolution layers in the proposed
CoNoT block) and 3DCoNoT (i.e., 3-D convolution layer in
the proposed CoNoT block) for CAVE dataset under different
SRs. From Table VIII, we can observe that the proposed
CoNoT consistently outperforms 3DCoNoT in terms of PSNR,
SSIM, SAM values, and GPU time.
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TABLE VIII

QUANTITATIVE ASSESSMENT RESULTS OF THE PROPOSED CONOT, 3DCONOT, AND DIP FOR CAVE DATASET UNDER DIFFERENT SRS. THE BEST AND
THE SECOND-BEST RESULTS FOR EACH QUALITY INDEX ARE HIGHLIGHTED BY BOLDFACE AND UNDERLINE, RESPECTIVELY

Fig. 12. Convergence analysis of the proposed ADAM algorithm. (a) Training
loss versus iteration numbers with SR = 10%. (b) Training loss versus
iteration numbers with SR = 20%.

5) Convergence Analysis: Since the proposed model is
highly nonconvex and nonlinear, the theoretical convergence
of the ADAM algorithm for the proposed model is still an
open problem. Therefore, we provide the numerical conver-
gence behavior of the proposed ADAM algorithm. Fig. 12
displays the curves of the training loss versus the number of
iterations on MSIs Peppers and Feathers with SR = 10% and
SR = 20%. From Fig. 12, we can observe that the training
loss gradually decreases with slight fluctuations as the number
of iterations increases, which empirically demonstrates the
convergence behavior of the proposed ADAM algorithm.

6) Effectiveness of Multiscale Nature of Real-World Data:
Here, we use a U-Net structure to faithfully capture the mul-
tiscale information of the data for better performance. To ver-
ify the effectiveness of the U-Net structure in Ms-CoNoT,
in Fig. 13, we show the false-color restoration results by
different methods on MSI Balloons with the structured miss-
ing. From Fig. 13, we can see that Ms-CoNoT outperforms
CoNoT, where the spatial details and textures of the image
are well protected. This is because the U-Net structure can
further utilize the multiscale information of the data to better
express the data, which also verifies our motivation.

7) Comparison With DIP: We compared the proposed meth-
ods with the unsupervised DL method [57]. The numerical
results by our methods and DIP for CAVE dataset under
different SRs are reported in Table VIII. From Table VIII,
we can see that the proposed Ms-CoNoT consistently achieves

Fig. 13. Visualization of the restoration results by different methods on MSI
Balloons with the structured missing.

best PSNR, SSIM, and SAM values compared with DIP, which
indicates the advantage of the proposed method.

VI. CONCLUSION

In this work, we aim at the TC problems and pro-
pose a coupled nonlinear low-rank tensor representation
called CoNoT. Based on this representation, we propose a
novel multidimensional visual data completion model, which
exhibits good representation ability. Furthermore, we also
propose an enhanced version with the U-Net structure (called
Ms-CoNoT), such that it can explore the spatial multiscale
nature of real-world data. We directly use the gradient descent
algorithm specifically designed for the deep neural network to
tackle them. Extensive experimental results on real-world data
demonstrate the effectiveness of the proposed methods for TC
problems.
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